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Abstract

Containerization, also known as "operating system virtualization" has been gaining popu-
larity in recent years, unlike classic virtualization, Containerization is a lightweight version
of virtualization where containers share the same host’s kernel which makes them faster and
portable.
The adoption of cloud computing and containers have promoted the “MicroServices” architecture,
also brings a new concept like function as a service “FaaS” in the cloud, which allows developers
to run their code directly without managing any servers. However, containers are less secure
compared to VMs because of sharing the host’s kernel. Those containers can scale as much as
the services on our system and we can have millions of them, which make the attack surface
wide, thus securing containers is critical.
In this project, our goal is to offer a security solution to ensure high availability and security that
can be implemented in a cloud environment, using containers’ security best practices and the
newest technologies like docker , CRI-O and the famous orchestration tool Kubernetes to manage
our containers. All of this work has been implemented in our local machines, in Formini’s testing
environment and in cloud platforms such as Microsoft Azure and Google cloud platform.
Keywords:

Containerization , MicroServices , Cloud Computing , Kubernetes, High availability

4



Résumé

La conteneurisation, également appelée « virtualisation du système d’exploitation » est
devenue populaire ces dernières années, contrairement à la virtualisation classique la conteneuri-
sation est une version légère de la virtualisation,où les conteneurs partagent le noyau du même
hôte, ce qui les rend plus rapides et portables.

L’adoption du cloud computing et des conteneurs a favorisé l’architecture « MicroServices
», ce qui a apporté également un nouveau concept comme " fonction comme service" « FaaS »
dans le cloud, qui permet aux développeurs d’exécuter leur code directement sans gérer aucun
serveur. Cependant, les conteneurs sont moins sécurisés que les machines virtuelles en raison
du partage de noyau. Ces conteneurs peuvent évoluer autant que les services de notre système
et nous pouvons en avoir des millions, pour cela, la surface d’attaque devient si large, donc la
sécurité des conteneurs est vraiment importante.

Dans ce projet, notre objectif est de proposer une solution de sécurité pour assurer une
haute disponibilité et une sécurité qui pourra être implémentée dans un environnement cloud, en
utilisant les meilleures pratiques de sécurité des conteneurs et les dernières technologies comme
docker , CRI-O et le célèbre outil d’orchestration Kubernetes pour gérer nos conteneurs. Tout ce
travail a été mis en œuvre sur nos machines locales, dans l’environnement de test de Formini et
sur des plateformes cloud telles que Microsoft Azure et la plateforme Google cloud .
Mots clés:
Conteneurisation , MicroServices , Cloud Computing , kubernetes , Haute disponibilité
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 الملخص
 

في السنوات  شعبية" ، المحاكاة الافتراضية لنظام التشغيل، المعروفة أيضًا باسم " (Containers)ات الحاوياستعمال  أصبح

نسخة خفيفة الوزن من المحاكاة  اتحاويال قول اننأن يمكن  ،الافتراضية التقليدية على عكس استخدام الحاويات .الأخيرة

 .، مما يجعلها أسرع وقابلة للنقلالمضيفنواة  نفس ، حيث تشترك الحاويات فيالكلاسيكية الافتراضية

 "ك دةجدي يماهمف جلبت أيضًا و، "Micro-Services" غيرةالخدمات الص بنيةتعزيز  تبني الحوسبة السحابية والحاويات

"FaaS"  تعتبر السحابة ، مما يسمح للمطورين بتشغيل الكود الخاص بهم مباشرة دون إدارة أي خادم. ومع ذلكسبة وحالفي ،

 .(kernel)ة النواة الحاويات أقل أمانًا من الأجهزة الافتراضية بسبب مشارك

يصبح سطح   ذلكوب ،ا ويمكن أن يكون لدينا الملايين منهاهذه الحاويات بقدر الخدمات الموجودة في نظامن زداديمكن أن ت

 .مهم حقًا ات، لذا فإن أمان الحاويالهجوم كبيرًا جدًا

، باستخدام ، هدفنا هو توفير حل أمني لضمان التوافر والأمان العاليين اللذين يمكن تنفيذهما في بيئة سحابيةفي هذا المشروع

المشهورة لإدارة حاوياتنا. تم   Kubernetes وأداة CRI-O و Docker التقنيات مثل وأحدث ،أفضل ممارسات أمان الحاويات

السحابية   الحوسبة ظمةأنزودي م ضبع وعلى " فورميني "  ركةش ، في بيئة اختبارتنفيذ كل هذا العمل على أجهزتنا المحلية

 ." Google cloud platform GCP " و  " Microsoft Azure" ل مث

 :الكلمات الدالة

 .التوافر العالي ،Kubernetes السحابية، الحوسبة  ،Containers  ،Microservices ،الحاويات
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Introduction

As the industry is converging to the Cloud more and more, the tools and technologies adapt
to this change and even the process of software development becomes faster and adapts to the
change with new development models , culture and architecture. The classic Virtualization
approaches rely on the hypervisor which doesn’t fit well with application development modern
architectures and needs, unlike virtualization , containerization is light, fast and fits well with
the modern development challenges and demands , due that the use of containers have been
increasingly implanted in organizations adn on the cloud . However the containers are less secure
than virtual machines,they share the host OS’s kernel and for that the security, the control and
the orchestration of those containers is a challenge.

Problematic

Cloud brings more challenges to the surface with its agility, new concepts have appeared
like function as service (FAAS) and microservices architecture where the software will be
divided into small services instead of one monolith application . Containers help to provide
such architecture which has a lot of benefits in software development .However having multiple
services extend the attack surface and make containers a good target for hackers , that is why
securing containers is a big concern for the IT world.

Objectives of the project

In our project we are aiming into securing containers in cloud environement ensuring these
factors :

• Securing containers form the host.

• Securing containers form its running applicaitons.

• Securing containers form the other containers.

• Securing host form the containers.

15



• ensuring "High availability" for containers .

Organization :

The work described in this memoir is organized into five chapters. The first chapter , we
talked about virtualization , hypervisor , virtualization types and containerization. We finished
the chapter with a comparison between VMs and containers.

In the second chapter , we have talked about the basics of cloud computing , its services , its
types and its essential characteristics and the new concepts that have appeared due to containers
and cloud computing Microservices and serverless

The third chapter presents security basics and pillars , security in the cloud , attacks and
vulnerabilities that can be found in the cloud, containers security and we have analysed some
related works . The fourth chapter represents the modelization of our solution where we have
defined how to secure containers and presented some diagrams that explains our solution .

In the fifth chapter , we have implemented our solution , where we have presented the tools
and the techniques that we have used to secure containers .

Finally, we will end with a general conclusion and some perspectives for future work.
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Chapter 1

Virtualization:

1.1 Introduction:

Before virtualization , organizations used one infrastructure to run one operating system and
its applications ,which caused underutilization of infrastructures, so to use another operating
system they had to buy a new infrastructure which means additional costs, the virtualization
came as a solution to this problem [1]. Virtualization is the cornerstone for today’s technology,
as we all use Internet services, those services are hosted on data centers around the globe in
high-performance servers, virtualization is the technique of partitioning those resources to have
a multi-environment platform, so without virtualization, we can not have multiple applications
on the same server. [2, 3]

1.2 What is Virtualization ?

Virtualization is the foundation of cloud computing. It is a technology that allows the maxi-
mum usage of the hardware resources and isolating applications or operation systems. It allows
using multiple OS simultaneously in the same device,each one is isolated from the others. [4, 5,
6]. Or as NIST [7] defines Virtualization as: "The use of an abstraction layer to simulate comput-
ing hardware so that multiple operating systems can run on a single computer". and by simulating
an Operating System that means we can use all the stack above it (services/applications). The
two figures ( figure 1.1 and figure 1.2) below show the computing architecture before and after
virtualization.

Virtual machine: Virtual machine (or the guest machine ) is created on top of a physical ma-
chine(host),it runs on top of Hypervisor or Virtual Machine Monitor (VMM), it has a virtual
environment and its own kernel/ operating system(OS) ,it is separated from the host (isolated)
and uses the physical machine resources(CPU, Memory, Storage, Network, I/O) that are provided
by the VMM.[8, 9]
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Figure 1.1: Before virtualization [1]

Figure 1.2: After virtualization [1]
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1.3 Hypervisor :

The hypervisor or Virtual Machine Monitor (VMM) is the tool that allows the guest to run
our virtual machines and manage our resources. According to IBM [5]: " A hypervisor is the
software layer that coordinates VMs. It serves as an interface between the VM and the underlying
physical hardware, ensuring that each has access to the physical resources it needs to execute. It
also ensures that the VMs don’t interfere with each other by impinging on each other’s memory
space or compute cycles." We have two types of hypervisors:

• Hypervisor type 1 :

Native, bare metal hypervisor installed directly on the host hardware(like an operating
system) as shown in the figure1.1 below.It substitutes the operating system, it interacts
with the hardware and is mostly used for the servers [5] . The figure 1.3 below illustrated
type 1 hypervisor

Figure 1.3: Hypervisor Type 1 architecture [10]

• Hypervisor type 2 :

It is installed and runs upon the OS like any other application ,it permits the usage of
multiple OS simultaneously as Figure below illustrates [5, 11].

The figure 1.4 below illustrated type 2 hypervisor
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Figure 1.4: Hypervisor Type 2 architecture [10]

1.4 Virtualization Types :

Virtualization has a lot of types , we are going to mention :

• Server Virtualization: in the " Server Virtualization " wen can find :

– Full Virtualization:

Is the major known type , all the resources are going to be simulated ,The guest
OS acts like the proprietor of the system , the simulated resources receives requests
(for ex: network adaptor) and the hypervisor is just charged to translate the requests
received to the original resource , this type provides complete isolation of each virtual
machine but the process of translating the requests from the emulated resources to
the original consumes too much resources [12].

The figure 1.5 below illustrates Full-virtualization
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Figure 1.5: Full Virtualization [13]

– Para-Virtualization:

In this type , the guest OS is edited to be virtualized , only some resources are going
to be emulated(basicly the CPU and the memory), for this type is performant but not
all the OS are editable [12]. The figure 1.6 below illustrates Paravirtualization

Figure 1.6: Para Virtualization [13]

• CPU virtualization :

It is the most important technology that makes hypervisors and virtual machines possible,
it allows the division of a single cpu into multiple virtual CPUs that can be used by multiple
VMs. at the first , it was a little bit difficult , because only the host can execute instructions
in supervisor mode , the guests shouldn’t have the ability to do it , so some instructions
that needs a high privileged mode( supervisor mode) are trapped by the hypervisor , until
intel and amd built new processors with new technologies that supports virtualization [1].

the figure 1.7 below shows the processor virtualization .
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Figure 1.7: Processor Virtualization [1] .

Figure 1.8: Memory Virtualization [1] .

• Memory virtualization : It is based on mapping the virtual page numbers into the
physicall page numbers [1].The figures (figure 1.8 and figure 1.9 ) illustrate memory
virtualization .

• Storage virtualization :

according to IBM [5] :"Storage virtualization enables all the storage devices on the
network— whether they’re installed on individual servers or standalone storage units—to
be accessed and managed as a single storage device. Specifically, storage virtualization
masses all blocks of storage into a single shared pool from which they can be assigned
to any VM on the network as needed. Storage virtualization makes it easier to provision
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Figure 1.9: Memory Virtualization [1] .

storage for VMs and makes maximum use of all available storage on the network." the
figure "1.10" illustrates the process of storage virtualization.

• Network virtualization :

create a “view” of the network using software.An administrator can manage the network
from a single console. It simulates hardware elements and functions (e.g., connections,
switches, routers, etc.) and abstracts them into software running on a hypervisor. The
management and control of these elements is done without touching the underlying
physical components. There are two types of network virtualization ,the first type is
SDN(software-defined networking) which virtualizes hardware that controls network
traffic routing.The second type is NFV (network function virtualization),which virtualizes
one or more hardware devices that have a specific network function [5].The figures (figure
1.11 and figure 1.12)below illustrates the process of network virtualization.
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Figure 1.10: Storage Virtualization [1] .

Figure 1.11: Network Virtualization [14]
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Figure 1.12: Network Virtualization [1] .

1.5 Containerization :

Containerization or Container-based virtualization is the last technology of virtualization
,appeared as a lightweight alternative to VMs, more performant and efficient, it packages the code
and the dependencies of an application together in one container .It is based on "NameSpaces"
and "Control Groups".[15, 16, 9]

A Container is a lightweight process that encapsulates application libraries and dependencies
. Containers runs on top of an operating system ,they share the same host os kernel , isolated
from each other and other processes by "Namespaces" ,the container ressources(hardware) are
limited and managed by "Control Groups" .In other words , containers are a linux processes
running on the host machine , they have a limited field of view of that host and because they are
just a processes so they run on top of an operating system (host) and they share the host’s kernel ,
their access to the host’s physical resources can be limited using "Control Groups" . [15, 16, 17]

Control Groups and NameSpaces are Linux ‘s kernel technologies .Cgroups or ‘Control
Groups’ is responsible for monitoring and metering resources. It limits the use of hardware
resources like the CPU and the Memory for a process. This technologie protects our system
from the selfish processes who are greedy in terms of resource consumption. These processes
can take all the resources which can affect and interrupt other processes. [18, 17]
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NameSpaces permit isolation , allows customization and appears each instance of a container
like it has its own " Operating System ".[18]

We will list some containerization benifits below :

• Each instance of containers doesn’t need an operating system because they share the
machine’s OS kernel, so they consume less space than virtual machines .[15, 16]

• Portable because they encapsulate the application dependencies and libraries so they don’t
have to be edited across different platforms.[16]

• Because of their portability and small size , they are perfect for the new development and
application patterns like "Microservices".[16]

The figure 1.13 illustrates a comparison between containerization and virutalization.

Figure 1.13: Containerization architecture vs Virtualization architecture [19]

1.6 A comparison between "Containerization" and

"Virtualization" :

Containerization is a virtualization technology,multiple containers can share the host OS
kernel where each VM has its own operating system. This point makes containers faster than
VMs and Containerization as the best architecture for microservices as the container startup
takes less time than VMs. The table below shows the difference between "Containerization" and
"Virtualization"[15, 16, 9]. The table 1.1 illustrated the diffirence between containerization and
virtualization
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Containerization Virtualization
Host os level virtualization Hardward level virtualization

Process isolation Machine isolation
Share the Host os kernel each vm has its own operating system

light heavy
take a less time to startup take a long time to startup

less secure and they can affect the host more secure and isolated from the host
Table 1.1: Containerization vs Virtualization

1.7 Conclusion

Virtualization is a widely used technology that came to solve the problem of underutilization
of resources,it could be native or hosted virtualization ,it has two known approaches full-
virtualization and paravirtualization ,it has been used and developed in different ways which has
created the cloud computing paradigm and the "Container-based virtualization" that has been
evolved and created a new software development architecture "Micro services" .
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Chapter 2

Cloud Computing

2.1 Introduction :

The cost and the management of the internet technology resources has always been considered
as a major pain for companies , and because of the existence of the virtualization technologie
and the E-payment methods ," Cloud Computing " came as a solution to solve the companies’s
major concern and offers a hardware and software services via the internet [20] .
The major concept of cloud computing is to outsource the control and delivery of software and
hardware assets to third-party companies " Cloud Service Providers" such as Amazon (AWS)
and Microsoft (Azure) , that can provide much better quality of service with a minimized cost
[21] .
Nowadays Cloud Computing is one of the best choices for business, even if it could be a good
step to take for a small company but also some major industries are on the cloud and they don’t
have any local infrastructure, like Netflix [22]. The growth of public cloud for 2021 is 23 % to
total $332.3 billion by gartner and they predict that it will continue to scale up. [23]

2.2 What is Cloud Computing ? :

Cloud computing is the use of Technologies like Virtualization and automation(self service)
to create a platform for end users or business owners where the cloud provider will help industry
to focus on it’s business instead of wasting time and resources on managing local infrastructure .

According to Amazon : " Cloud computing is the on-demand delivery of IT resources over
the Internet with pay-as-you-go pricing. Instead of buying, owning, and maintaining physical
data centers and servers, you can access technology services, such as computing power, storage,
and databases, on an as-needed basis from a cloud provider like Amazon Web Services (AWS)."
[24]

According to the official NIST definition, "cloud computing is a model for enabling ubiq-
uitous, convenient, on-demand network access to a shared pool of configurable computing
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resources (e.g., networks, servers, storage, applications and services) that can be rapidly provi-
sioned and released with minimal management effort or service provider interaction." . [25] The
figure 2.1 below shows a schema of cloud computing .

Figure 2.1: Cloud Computing [1]

2.3 Types of cloud computing :

There is four cloud computing types :

2.3.1 Public Cloud :

Public clouds are owned and operated by third-party cloud service providers, which deliver
their computing resources, like servers and storage, over the Internet. Microsoft Azure is an
example of a public cloud. With a public cloud, all hardware, software, and other supporting
infrastructure is owned and managed by the cloud provider .We access and manage these services
using a web browser [26]. multi users share this cloud . According to NIST [27] : " The cloud

30



infrastructure is provisioned for open use by the general public. It may be owned, managed, and
operated by a business, academic, or government organization, or some combination of them.
It exists on the premises of the cloud provider ".In other words , this cloud is available for the
general public , which means less security than the private and hybrid cloud , but this type is
cheaper than the two other types . the figure 2.2 below shows the model of a public cloud

Figure 2.2: Public cloud [28]

In addition to Amazon Web Services(AWS) there is also Google and Microsoft that are
providing Cloud services and the figure 2.3 below shows the Top leaders public cloud service
providers by Gartner
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Figure 2.3: Public cloud provider top leaders [29]

2.3.2 Private Cloud :

Most companies that have strict rules about privacy prefer private cloud rather than public
cloud, to have full access to manage all its services and their data. According to Microsoft :
"A private cloud refers to cloud computing resources used exclusively by a single business or
organization. A private cloud can be physically located on the company’s on-site datacenter.
Some companies also pay third-party service providers to host their private cloud. A private
cloud is one in which the services and infrastructure are maintained on a private network"[26].

Multi users share the public cloud ,that is why companies were afraid of there stored data and
information , the private cloud refers to non shared cloud , and it is used for the sensetive data , it
is more secured than the public cloud but it is expensive compared to the public cloud costs .

Even if the majority of cloud providers have an on premise solution, but in general big
organizations use solution like VMware or HPE, or even run their own infrastructure using an
open source tools like openstack [30] [31] . the figure 2.4 below shows the model of a private
cloud .

32



Figure 2.4: Private cloud [28]

2.3.3 Community Cloud :

According to NIST [27] : " The cloud infrastructure is provisioned for exclusive use by a
specific community of consumers from organizations that have shared concerns (e.g., mission,
security requirements, policy, and compliance considerations). It may be owned, managed,
and operated by one or more of the organizations in the community, a third party, or some
combination of them, and it may exist on or off premises ".

2.3.4 Hybrid Cloud :

Generally speaking the companies that prefer to get the best from private cloud for hosting its
sensitive data and public cloud for scalability choose hybrid cloud.

According to Microsoft [26] : "Hybrid clouds combine public and private clouds, bound
together by technology that allows data and applications to be shared between them. By
allowing data and applications to move between private and public clouds, a hybrid cloud gives
your business greater flexibility, more deployment options, and helps optimize your existing
infrastructure, security, and compliance."

According to NIST [27] : " The cloud infrastructure is a composition of two or more
distinct cloud infrastructures (private, community, or public) that remain unique entities, but
are bound together by standardized or proprietary technology that enables data and application
portability (e.g., cloud bursting for load balancing between clouds)." the figure 2.5 below shows
the model of hybrid cloud
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Figure 2.5: Hybrid Cloud [28]

2.4 Types of cloud computing services :

2.4.1 Infrastructure as a Service (IaaS) :

According to Amazon [24] :"IaaS contains the basic building blocks for cloud IT. It typically
provides access to networking features, computers (virtual or on dedicated hardware), and data
storage space. IaaS gives you the highest level of flexibility and management control over your
IT resources. It is most similar to the existing IT resources with which many IT departments
and developers are familiar. " In this type the Cloud service provider offers computing resources
such as processing , network and storage , the client is charged to install an operating system
and manage the whole system and applications without caring about the hardware control . The
figure 2.6 below illustrates Infrastructure as a Service

2.4.2 Platform as a Service ( PaaS ) :

According to Amazon [24] :"PaaS removes the need for you to manage underlying infrastruc-
ture (usually hardware and operating systems), and allows you to focus on the deployment and
management of your applications. This helps you be more efficient as you don’t need to worry
about resource procurement, capacity planning, software maintenance, patching, or any of the
other undifferentiated heavy lifting involved in running your application."

Platform as a service includes IaaS in addition it is in charge of controlling the operating
system and its needs like updates and patches, this service is mostly used to deploy applications .

The figure 2.7 below illustrates Platform as a Service
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Figure 2.6: Infrastructure as a Service ( IaaS ) [32]

Figure 2.7: Platform as a Service ( PaaS ) [32]
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2.4.3 Software as a Service ( SaaS):

According to Amazon [24]:"SaaS provides you with a complete product that is run and
managed by the service provider. In most cases, people referring to SaaS are referring to end-user
applications (such as web-based email). With a SaaS offering, you don’t have to think about how
the service is maintained or how the underlying infrastructure is managed. You only need to
think about how you will use that particular software. "

In other words , it offers an application ready to consume , the client will not manage the
network , operating system or the storage , the application is accessible from different devices
through a web browser or a program interface .

The figure 2.8 below illustrates Software as a Service

Figure 2.8: Software as a Service ( SaaS ) [32]

2.5 Cloud Essential Characteristics :

Cloud computing has five essentiel characterstics defined by NIST [27]:"

On-demand self-service :

A consumer can unilaterally provision computing capabilities, such as server time and
network storage, as needed automatically without requiring human interaction with each service
provider.

Broad network access:
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Capabilities are available over the network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms (e.g., mobile phones, tablets, laptops,
and workstations).

Resource pooling :

The provider’s computing resources are pooled to serve multiple consumers using a multi-
tenant model, with different physical and virtual resources dynamically assigned and reassigned
according to consumer demand. There is a sense of location independence in that the customer
generally has no control or knowledge over the exact location of the provided resources but may
be able to specify location at a higher level of abstraction (e.g., country, state, or datacenter).
Examples of resources include storage, processing, memory, and network bandwidth.

Rapid elasticity : Capabilities can be elastically provisioned and released, in some cases
automatically, to scale rapidly outward and inward commensurate with demand. To the consumer,
the capabilities available for provisioning often appear to be unlimited and can be appropriated
in any quantity at any time.

Measured service:

Cloud systems automatically control and optimize resource use by leveraging a metering
capability1 at some level of abstraction appropriate to the type of service (e.g., storage, processing,
bandwidth, and active user accounts). Resource usage can be monitored, controlled, and reported,
providing transparency for both the provider and consumer of the utilized service ". the figure
2.9 below illustrates the cloud essentials.

Figure 2.9: Cloud Essential Characteristics [1]

37



2.6 Serverless and microservices :

Serverless is a new cloud computing technologie, where the developers avoid managing
hardware ressources (like servers) and focus only on the application code, this concept has
created a new cloud computing service which is FAAS (Funciton as a service) , the developers
only have to generate the application code , the ressources will be managed by the cloud service
provider.[33]

This technologie has created a new development architecture known as " Microservices " ,
where an application is devided into multiple services , each service is separated from the others
so it is completely different compared to the monolithic architecture where the application is
one piece , the microservices is based on containers , in other word each service represents a
container ,the different services communicate through the network, this communucation is based
on the REST API .

The figure 2.10 below shows the diffirence betwwen Microservice architecture and Monolithic
architecture .

Figure 2.10: Microservice vs Monolithic architecture [34]

2.7 Conclusion :

Cloud computing is a computing paradigm based on virtualization , it has solved lot of
problems , it has three types public , private and hybrid it offers three services IaaS ,PaaS and
Saas and due to containerization new services have been appeared like Faas.Cloud computing
has five essential characteristics defined by NIST, due to cloud computing and containerization ,
developers can focus more on coding and don’t worry about the server management.Nowadays
organizations have saved a lot of money due to cloud computing , they are not obliged to buy
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any hardware infrastructure and they don’t have to pay a lot of computer engineers to take care
of their data and maintain their hardware resources .
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Chapter 3

Containers Security in the cloud

3.1 Introduction :

The entrance of cloud computing to our life has solved lot of problems, participated in the
creation of new technologies and facilitate IT development.Lot of organizations migrated its
data to the cloud, however cloud providers are migrating into using containerization insted
of the classic virtualization and knowing that containers are less secure than virtual machines
because of sharing the same host operating system’s kernel make them good target for lot of
hackers,which forces the it world to focus more on containers and data security on the cloud.

So what is security in general ? What are security pillars ? and how can we guarantee data
and container security in the cloud ?

3.2 What is security ? :

Information security is protecting our information or host information against unauthorized
access, use, disclosure, disruption, modification, or destruction from hackers or from any one
who wants to misuse it , in other words protecting our data and our hardware resources from
attackers outside and inside our network, natural disaster , power failure ,adverse environmental
conditions ,theft or vandalism and protecting the users and the clients who are involved on our
operations .till now there is nothing secured in other words there is no system perfectly secure
, there is always a vulnerability which can attackers exploit to hack a system , and the human
is considered as the weakest target in the information systems because the most of attacks are
internal attacks.

So how can we secure our systems ? What are the concepts of information security ?.

The primary concepts of security are " Confidentiality, Integrity, and Availability " com-
monly known as " the CIA triad",so when we talk about a secure system we have to guarantee
confidentiality, integrity, and availability[35].
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3.3 The CIA Trade :

Confidentiality, integrity, and availability are the base of information security. Confiden-
tiality is nearly the privacy but it is not the same ,in other words confidentiality is a part of privacy
and it means protecting our data from unauthorized access i.e protect our data from those who
are not allowed to access it [35]. According to Andress Jason "Integrity refers to the ability
to prevent our data from being changed in an unauthorized or undesirable manner. This could
mean the unauthorized change or deletion of our data or portions of our data, or it could mean an
authorized, but undesirable, change or deletion of our data. To maintain integrity, we not only
need to have the means to prevent unauthorized changes to our data but also need the ability to
reverse authorized changes that need to be undone.We can see a good example of mechanisms
that allow us to control integrity in the file systems of many modern operating systems such
as Windows and Linux. For purposes of preventing unauthorized changes, such systems often
implement permissions that restrict what actions an unauthorized user can perform on a given file.
Additionally, some such systems, and many applications, like databases, can allow us to undo or
roll back changes that are undesirable.Integrity is particularly important when we are discussing
the data that provides the foundation for other decisions. If an attacker were to alter the data that
contained the results of medical tests, we might see the wrong treatment prescribed, potentially
resulting in the death of the patient"[35]. Availability is the last concept of the triad , it refers
to guarantee the access to our data when we need it at any time , such problems can appear from
power loss, operating system or application problems, network attacks, compromise of a system,
or other problems. When such events are caused by an external party, like an attacker, they are
commonly known as a denial of service (DoS) attack. losing this leg of the CIA triad makes our
system useless , because we can’t access any data and we can’t even use our system ,so to secure
the system we have to make sure that it will be available at any time we need to access it, and to
achieve that we can use the high availability technologies and techniques [35].
The figure 3.1 below shows the CIA trade.

Figure 3.1: The CIA Triade [36]
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3.4 Security in Cloud Computing :

The security challenges between cloud computing and traditional computing differs in just
a little points , cloud computing security has a shared responsibility model , which means that
security is shared between the user and the cloud service provider , in the IaaS , the client is
supposed to secure the operating system , its applications and services, code and data , where the
cloud service provider is charged to secure the hardware part , in the PaaS clients are supposed
to secure their applications , for example securing code from the known vulnerabilities , use
security best practices,and securing data . The cloud service provider is charged to secure the
platform ,in other words ,securing the operating system and its running applications, checking
for updates and scanning vulnerabilities in the platform .In the SaaS model , the user has to
secure his data and the security of other parts is the responsibility of the cloud service provider
.the figure 3.2 below illustrates the shared responsability model by microsoft.

Figure 3.2: shared reponsability model [37]

Lot of users and organizations have doubts of the shared responsibility model , that is why
choosing a professional cloud service provider can be a security factor , for exemple " Google"
has more than 850 security experts , they have bug bounties programs , penetration testing
programs , lot of internships and a high budget for security investments , the same thing for
Amazon ( AWS ) and Microsoft ( Azure ) . In addition, they offer tools to facilitate securing
data , applying security and network policies , they also offer monitoring tools .However those
companies are targets for lot of hackers , knowing that there is no a perfect security in the IT
world , we have to take additional steps in securing our applications and data even in the cloud
, we have to encrypt our data before storing them in the cloud which means data will not be
readable even if they are stolen by an external party , we can implement access control like RBAC
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model ( Role-based access control ) and use authentication techniques like the " Two-factor
authentication (2FA)" [21] [38] [39], the figure 3.3 below shows 2FA model .

Figure 3.3: Two-factor authentication [40]

The figure 3.4 below shows RBAC model

Figure 3.4: RBAC model [41]

3.5 Vulnerabilities and attacks on cloud :

Knowing that cloud computing is based on virtualization techniques , the services running on
the cloud can present different vulnerabilities in the different abstraction layers, below we will
present some attacks and vulnerabilities that can occur on each layer :
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Figure 3.5: SQL Injection Attack [42]

• Application Layer : Many applications on the cloud are web based applications which
make them vulnerable to a lot of web attacks such as SQL injection which allow an attacker
to inject a malicious sql code that will be executed on our SGBD , this attack can destroy
our databases which means losing our data [21]. the figure 3.5 illustrates the process of
SQL injection attack . Another famous attack can appear in the application layer , it is
cross site scripting attack known as " XSS ", this attack allow a hacker to inject scripts
( javascript) this scripts can be executed in victim machines and sent their data into the
attacker[21] , the figure 3.6 illustrates XSS attack .

• Operating System layer Cloud security can be compromised through operating system
like using buffer overflow attacks that are famous against applications and operating
systems developed in c or c++ , this attack allows hacker to play in the host memory and
oblige the system to run another instruction in more details a jump instruction is used to
execute a malicious code , this attack can be also used to allocate a lot of memory .that’s
why we have to control inputs , another attacks and vulnerabilities can be exploited and
compromise the operating system through its services and applications , to avoid this
attacks we have to do a vulnerability scan and update the operating system[21] .

• Hypervisor, Storage, Hardware, and Network :

As we know , cloud computing is based on virtualization , any virtual machine image or
hypervisor vulnerability can be used to compromise the system , or losing the isolation
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Figure 3.6: Cross site scripting Attack " XSS " [43]

between virtual machines which make our data accessible to another users that share with
us the cloud infrastructure , cloud computing can get hacked through hardware trojans ,
malwares and through network protocol vulnerabilities like using syn flood attack (DOS
attack) , this attack is based on the tcp protocol , syn packets will be sent to the server
without completing the three way handshake which can cause a "Denial of Service" [21] .
The figure 3.7 illustrates the syn flood attack .

The figure 3.8 below illustrates different attacks in different layers .

3.6 Containers Security :

Virtual machines are heavy compared to containers ,that is why lot of cloud service providers
moved to containerization ,however containers are less secure than VMs because they share
the same host kernel and are connected directly to the host hardware without any separation
level , which means a compromised container can easily affect the host which will affect another
containers , in addition , some containers require high privileges ( deep level of authorization ) to
operate [45] .In the cloud , securing our containers is our responsibility that is why we have to
pay attention to four points in containers security:
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Figure 3.7: SYN Flood attack [44]

Figure 3.8: some possible attacks in different cloud layers [21]
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• We have to secure containers from running applications(applications inside the con-
tainer ) . Attackers can exploit a vulnerable application to hack our containers , in addition
they can get access to the host through the hacked container.[9]

• We have to secure containers from other containers : containers communicate through
the network i.e they are vulnerable to network attacks like DOS. [9]

• we have to secure containers from host os : containers can be easily affected by the host
due to hardware issues or even host attacks . [9]

• we have to secure host from containers containers are connected directly to the host
hardware they can use all resources which will affect other host applications and ser-
vices.[9]

3.7 Studied works :

Sultan et al [9] have done containers security analysis and how can we secure them in four
use cases : (I) protecting a container from applications inside it, (II) inter-container protection,
(III) protecting the host from containers, and (IV) protecting containers from a malicious or
semi-honest host , they presented some vulnerabilities and attacks and how can we secure our
containers against those attacks , they also analysed some related works.

Tomar et al [46] have implemented a Dos attack on docker , they also talked about seven
attack scenarios (Attack Scenario I: Application To Container Attack, Attack Scenario II: Con-
tainer To Container Attack,Attack Scenario III: Container To Host Attack, Attack Scenario
IV: Host To Container Attack, Attack Scenario V: Container To Docker Engine Attack,Attack
Scenario VI: Host To Docker Engine Attack,Attack Scenario VII: User (On Internet) To Dock-
erEngine Attack) and fifteen different attack can be used against containers . In the end they
have implemented a Dos attack on docker , they installed docker in a kali linux machine and
they started from the same host a Dos attack using the tool H3ping with the flag "–flood" ,
we are not satisfied of the result of this attack, the authors proved that when they start the dos
attack the cpu usage get increased to the max 100 % ,but they didn’t show the h3ping final
result which proofs how many packets have been sent and how many packets the victim has
received, so we tried to implement this attack and we noticed that the tool h3 ping can increase
the cpu usage to the max without sending packets to the victim and when we stop the attack
the received packets are null (0 packet received by the victim ) then we reimplemented the at-
tack using two machines (attacker machine and victim machine) and we have got the same result .

Pankaj Mendki [47] proposed some container security solutions using blockchain technology
like using Blockchain based image registry to insure image security.
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Kommula and al [45] proposed network solution , in their study they have notices that docker
doesn’t encrypt the network traffic , and the bridge interface docker0 doesn’t have the ability to
identify internal or external traffic , so they propose create new bridge interface "ldocker0" this
interface can distinguish between internal and external traffic using IA , helping us to identify
spoofing attacks and prevent network traffic snooping.

The figure 3.9 illustrates our comparison between the studied works .

Figure 3.9: Comparing studied works

3.8 Conclusion :

Cloud service providers are in migration to containerization which is a new evolving technol-
ogy and due to its architecture securing containers is a new challenge to the IT security world
especially in a cloud environment which entered our lives and organizations are depending on its
services .
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Chapter 4

Conception :

4.1 Introduction :

Containerization is the future of cloud computing and applications development. We discussed
in the previous chapters about cloud computing and containerization , in this chapter we will see
how we can secure our containers . and what are the steps that we should follow , to get a secure
environment , and what should we do after the deployment of the containers and after the set of
the security policies.

4.2 Problematic :

As we know the containers are the future of the cloud computing and applications develop-
ments, and the security is the major concern for any developer or for any company , they have to
care about their stored data and to hide them from other companies, and as a future view , the
next war is a war of data , that is why securing the future of application development and cloud
computing is a big concern and very important . Containers as a technology offer big advantages
like portability , but they share the same host kernel which makes them vulnerable and a target
for hackers , so what are the steps to secure containers ? and should we feel secure after making
our security policy ? .
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4.3 General architecture :

Overall this is an overview of the general architecture of our solution ( figure 4.1)

Figure 4.1: General architecture

The administration requests will be forwarded to our loaded balancing cluster with an active-
passive configuration, via the virtual IP address assigned for the active one, to prevent a single
point of failure

The orchestration plan will be the interface that manages and control our service deployment
in different workers, control the communication and replicate to ensure a healthy system.

The work plan is the infrastructure where our services and application runs, due that we must
secure:

• Containers from the host.

• Containers from running applications.

• Containers from other containers.

• Host from containers.

after applying those configurations we can expose our service via an external Load Balancer
to our end users.

4.4 Securing containers from the host:

As we know , containers share the host’s kernel so the first thing to secure our container
is securing our host system .We have to scan the system and make sure that there are no
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vulnerabilities ,no viruses , and the applications should be updated . The figure below 4.2 shows
how can host affect containers .

Figure 4.2: How can host affect containers

As we can see in the figure 4.2 , host can be affected by vulnerable applications which
can affect our running containers , if the vulnerable applicaiton shuts our system down , our
containers will be stopped and affected by this vulnerability .

the figure 4.3 below shows how can we secure our host system
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Figure 4.3: Securing host

As we can see in the figure 4.3 , we used vulnerability scanner to protect our host from
vulnerabilities and from outdated applications that could have security issues , the scan process
should be done periodically . Antivirus and ids can be implemented to detect viruses and
intrusions in our system .

4.5 Securing containers from running applications:

To run any container in a container we have to run the image of this application , the image
refers to the application ( or the source code of the application) including its dependencies and
libraries . the images can be built easily and they can be vulnerable if the applications in this
image are vulnerable . So to secure our container from the running applications we will use an
image scanner that will check the running applications in our image and if they are vulnerable.
The figure 4.4 below shows the process of scanning an image .

Figure 4.4: Securing container form running applications
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The image vulnerability scanner , will scan our image and verify the installed depandancies
and libraries if they have any vulnerabilities and will measure the risk of every vulnarability
that has been found from low to critical . the figure 4.5 below show the process of attacking a
container that runs a vulnerable image.

Figure 4.5: Attacking a container that runs a vulnerable image

In addition , we have created a script that check the file used to create an image (known
as dockerfile) , we can find container’s libraries and dependencies , some of the installed
dependencies could use high privileges , like using sudo in linux , some other applications could
be installed which could be a threat to our system , for example ssh or even netcat , if we don’t
need those packages , we don’t have to install it , so we listed some important commands on the
dockerfile and we tried to detect them and warn the user about them .

4.6 Securing containers from other containers:

The containers communicate through the network so they are vulnerable to network attacks
in the first place , secondly if one container runs a vulnerable image , he can easily affect other
containers by affecting the host system rather than the running containers. So to secure the
network we have to apply some network policies , this is possible using a "Container Network
Interface ( CNI)" that are orchestrators plugins. the figure 4.6 shows an example of an orchestrator
:

The orchestrator will be charged of creating and managing our containers that are running in
the orchestrator nodes , that can be in different machines , orchestrator will provide availability
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Figure 4.6: Exemple of an orchestrator

for example if one node that runs container A goes down , the orchestrator will run the container
A again but in different node .orchestraot can guarantee confidentiality, authentification and
authorization by generating certificates and keys.

The figure 4.7 shows the role of a CNI : CNI provides security in the transport layer (L4)
which guarantee integrity , we can also apply some network policies , for example to DROP
traffic that comes from specified IP , or from another container .

4.7 Securing Host from containers:

The host is also threatened with getting hacked through running containers because they share
the host’s kernel , if an attacker hacked a container he can try to escalate and gain some privileges
to get access to the host system . The figure 4.8 below shows the process of hacking a host
system through a running container.
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Figure 4.7: Container Network Interface

Figure 4.8: The procces of hacking a host system through a running container
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To secure our host we have to run rootless containers , or even "read only" containers in
some cases to avoid giving high privileges to containers which can lead to host breaches. We
also have to use antiviruses , periodic scans and monitoring tools .

Finally we have to guarantee high availability for our containers , using load balancers
and Virtual ip address that will be attributed to a master machine , if the master goes down a
slave machine takes the virtual ip address, using this technique we will not lose the orchestrator
server connection and our containers shutdown time will be minimized to a little seconds our it
will be null. The figure 4.9 below illustrates our solution.

Figure 4.9: Our proposed solution

4.8 Conclusion :

In this chapter we have modelized our solution , we have explained some risks and how to
secure our containers against them.

We have explained how to secure containers from host , from other running containers , from
running applications and how to secure host from containers .

At the end we have presented high availability solution for our containers.
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Chapter 5

Implementation :

5.1 Introduciton :

In the previous chapter, we presented the design of our solution.

In this chapter we will implement our solution and apply our security policies .

This chapter will include a part to specify the hardware and software resources used as
well as screen shots that illustrate the steps of securing containers in cloud environment from
host,running applications,other containers and finally securing host form containers .

In addition we will see how to implement a high availability solution .

5.2 The working space:

In this section we will see how we can secure our containers, we will start by describing the
hardware resources used in our project , the environment and the tools used to accomplish our
work and the reason behind choosing these tools . The table 5.1 below describe our hardware
resources:

Hardware Capacity
Motherboard MSI H110M PRO-VD PLUS (MS-7A15)

CPU Intel I5-6400 2.70 GHZ 4 Cores
RAM 8 GB DDR4

Storage 240 GB SSD and 1 TB HDD
Table 5.1: Hardware ressources used in our project

5.3 Docker :

Docker is the most famous "Container Runtime " , and because of docker’s simple architecture,
the containerization has been improved and being used by the famous companies .Docker permit
to run containers and control their work , allows us to manage this containers and create images
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from a source code also specifying the the source’s code dependencies and libraries . Docker has
been abandoned by kubernetes but it stills one of the best container runtime, we used docker to
deploy containers and to create images, because the images are standardized which means the
images created by docker can be used by another container runtime.

Dockerfile is a file that contains image dependencies and libraries , docker uses this file to
create an image .

5.4 VMware workstation :

We used VMware Workstation Pro version 16.1.0 to make some virtual machines , as we
know containerization works with linux systems so wa had to use VMware workstation to create
a virtual machine with a linux system , we could install a linux system directly on our hardware
but we prefered to use VMware to avoid reinstalling linux too many times after crushes or bugs ,
so we have saved a copy of our virtual machine and when we faced some bugs we just had to
copy back the virtual machine again without installing the whole system . The second reason
for using VMware is to create multiple virtual machines to prove the utility of orchestrators like
Kubernetes (K8S) and to guarantee the availability .

5.5 Kubernetes :

Kubernetes or K8s , is an open source orchestrator that permit running and control containers
in different machines called nodes, in other words "Kubernetes, also known as K8s, is an
open-source system for automating deployment, scaling, and management of containerized
applications." [48] , kubernetes create a cluster that has one master or more and workers ,
the master will be charged to run containers and specify other rules like RBAC ( Role-Based
Access Control ) , Network policy , Security Policy , Container Network Interface (CNI). A
worker machine is where the master can deploy containers , in other words , the master runs the
deployment of the container , but the container will be deployed in a worker machine. We can
also specify more replicas for our container using kubernetes which means running multiple
containers with the same image .

5.6 Antrea :

Antrea is a CNI ( Container Network Interface ) and can be defined as kubernetes network
plugin open source developed by " VMware " based on " Open vSwitch " technology , he
has too many features like securing kubernetes network traffic by encrypting node-to-node
communication using IPSec packet encryption. , Antrea allows setting network policy and
enforce kubernetes’s network policy by assigning network traffic filtering rules to pods.[49, 50,
51, 52]

60



5.7 Nessus :

Nessus is a vulnerability scanner developed by Tenable , he has a lot of databases which are
updated everyday , this tool has lot of types of scans , advanced , malware , network and more
other advanced options , we used nessus because it is easy to install , free , compatible with
windows and can provide some solutions to the vulnerabilities found.

5.8 CRI-O :

"CRI-O is an implementation of the Kubernetes CRI (Container Runtime Interface) to enable
using OCI (Open Container Initiative) compatible runtimes. It is a lightweight alternative to
using Docker as the runtime for kubernetes. It allows Kubernetes to use any OCI-compliant
runtime as the container runtime for running pods. Today it supports runc and Kata Containers
as the container runtimes but any OCI-conformant runtime can be plugged in principle. CRI-O
supports OCI container images and can pull from any container registry. It is a lightweight
alternative to using Docker, Moby or rkt as the runtime for Kubernetes."[53] After the kubernetes
announcement to abandon Docker , we used cri-o in our kubernetes nodes instead of docker .
Cri-o has been approved by the CNCF and he is the container runtime of REDHAT’s platform
"OpenShift ”. the figure 5.1 below illustrates the difference between cri-o , docker and containerd

Figure 5.1: cri-o vs docker vs containerd [54]

5.9 HAproxy and Keepalived :

HAproxy is a load balancer , we have chosen this tool because it is famous, free ,easy to
install and easy to manage , the load balancers are used to distribute the traffic between servers
following a known algorithm like roundrobin to avoid server overload . Keepalived is a tool
that allows creating virtual ip address using VRRP protocol , this address can be attributed to
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Figure 5.2: Nessus

different hosts , the master host will take the vip address if he goes down a backup host can take
the vip address. These tools are used to guarantee high availability , which is very important for
our containers’ security .

5.10 Applying our solution :

5.10.1 Securing container from host :

To secure our container from the host , we have to secure our host , in other words we have to
make sure that our host has no vulnerabilities and no weaknesses ,that’s why we used nessus
vulnerability scanner to detect host vulnerabilities , misconfiguration and weaknesses The figures
(5.2 , 5.3 and 5.4) show some applied scans on two hosts , the Virtual ip host (Load Balancer),
and the master host .

The result didn’t have any important vulnerabilities , it just gave us some information
about the systems . in the case of detecting a vulnerability , nessus can propose some solutions to
apply but we have to do deep research of this vulnerability and fix it , to guarantee our containers’
security.

5.10.2 Securing container from its running application :

We have used trivy container image scanner , which scans vulnerabilities and weaknesses in
container images . we have wrote a dockerfile that is based on the latest ubuntu image as the
figure 5.5 illustrates now from this docker file we build an image named docker-security2 as the
figure 5.6 illustrates. as we can see the image has been built , now we will scan the image using
trivy and check the scan result as the two figures (5.7 and 5.8 ) illustrate The scans shows 26
vulnerability of ubuntu and didn’t detect the use of netcat which can be risky to the user , that’s
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Figure 5.3: Scan Result 1

Figure 5.4: Scan result 2

why we have created a script that detects some risky applications to user like ssh and netcat or
the use of sudo , our script will warn the user if this packages exists in the dockerfile . The figure
5.10 and 5.11 illustrate our script code and the table tools on our database where the figure 5.9
illustrates the result of scanning the image (5.6 ) using our script
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Figure 5.5: Dockerfile

Figure 5.6: Build image from dockerfile
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Figure 5.7: Trivy image scanning 1
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Figure 5.8: Trivy image scanning 2

Figure 5.9: Scan dockerfile using our script
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Figure 5.10: Our Script code

Figure 5.11: the table tools of our Database
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5.10.3 securing containers from other containers

We decided to use Kubernetes and Antrea orchestrator to protect our containers , kubernetes will
create pod that can contain multiple different containers (we can’t run same containers in one
pod ) kubernetes will give certificates and keys to the nodes and will set rbac and some network
policies ,kubernetes will ensure confidentiality authentication and authorization , antrea can
enforce kubernetes policies by adding another rules , in addition antrea will crypt our network
traffic using IPsec . The figures ( 5.12 and 5.13) below illustrate the creation of the kubernetes
cluster and generating the keys and applying rbac default config .

Figure 5.12: kubernetes cluster init and the generation of certificates and keys

Figure 5.13: Kubernetes init applying RBAC

at the end we get command and tokens that will proof identity and keys to join our cluster
with other nodes as illustrates the figure 5.14 below
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Figure 5.14: kubernetes cluster init result

after the initiation of cluster and before joining the nodes we have to deploy our CNI Antrea ,
antra will create antrea agents for every node as the figure 5.15 below illustrates

Figure 5.15: Antrea deployment

after the deployment of antrea we can see that the pods is in init status , we have to wait until
they get the status running to get a successful installation , the two figures( 5.16 and 5.17 )below
shows the result of antrea deployment
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Figure 5.16: Antrea deployment result 1
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Figure 5.17: Antrea deployment result 2

now we can join with other nodes , in our case we have one more master and two workers .to
join the cluster we have to use the kubeadm join commands that we have got earlier from the
initiation of our cluster , or we can create new join commands ,this commands has keys which
provides authentication and authorization , the figures (5.18 and 5.19) below illustrate the result
of joining the cluster , and the antrea final result

Figure 5.18: Kubernetes nodes after joining the cluster
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Figure 5.19: Antrea status after the remain nodes join

5.10.4 Securing host from containers :

containers can affect the host , the most important point , is to run rootless container , which
means running container without root privileges ( by default the container has root privileges )

The figure 5.20 shows that containers by default operate as root , we created an image based
on ubuntu then we deployed its container.

this can be done via creating new user non root , the figure 5.21 illustrates this process

We can also run containers in read only mode , which can help even with root containers as
the figure 5.22 illustrates.

These are some steps to secure our host from our containers , some tools require high
privileges so we have to pay attention to these kinds of containers and give high privileges only to
the desired tools that require root . At the end we can limit the hardware ressources for containers
, like the memory and CPU usage like the figure 5.23 below illustrates.
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Figure 5.20: Container operates as root .

Figure 5.23: Limiting memory and cpu for containers .

5.10.5 High availability :

in this part we included HAproxy and Keepalived to implement high available cluster . the two
figures (5.24 and 5.25 ) below illustrate our high availability architecture
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Figure 5.21: Container rootless user .

Figure 5.22: Runs container in read only mode .
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Figure 5.24: High Availability architecture
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Figure 5.25: High Availability architecture

The figures (5.26 and 5.27 ) below illustrates the implementation of highAvailable cluster

Figure 5.26: Keepalived master
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Figure 5.27: Keepalived Backup

when the keepalived master goes down , the backup takes the vip until the master goes up
again as illustrate the figures (5.28 5.29 ) below

Figure 5.28: Keepalived master goes down

Figure 5.29: Keepalived Backup takes the vip

our cluster still respond as shows the figure 5.30 below
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Figure 5.30: kubernetes Cluster respond after losing keepalived master

when the backup also goes down , our cluster will not respond until one of the loadbalancers
goes up again as illustrates the figures (5.31 , 5.32 and 5.33) below

Figure 5.31: keepalived backup goes down

Figure 5.32: kubernetes Cluster not responding after loosing the backup
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Figure 5.33: kubernetes Cluster respond again after turning on our keepalived master

At the end we tested our solution in google and microsoft cloud platforms as the figure 5.34
and 5.35 illustrate

Figure 5.34: Google cloud platform
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Figure 5.35: Microsoft cloud platform azure

5.11 Conclusion :

In this chapter we have presented a container security solution in a cloud environment .
First we have presented our hardware resources that were used in this work , the tools and

applications that we have used to implement our solution, then we presented how to secure
containers from different actors ,the host , running applications , other containers using kubernetes
orchestrator , antrea and cri-o .

At the end we have seen how to secure the host from containers and how to implement high
available kubernetes cluster .
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Conclusion and perspectives

The main goal of our work was securing containers in a cloud computing environment and
providing a high available solution . We have started by studying virtualization techniques and
made a comparison between VMs and containers than we moved to cloud computing where we
defined the cloud , its types , the types of cloud services and its five essential characteristics , we
have talked about the new development architecture Microservices and the serverless technologie
than we moved to containers security in the cloud, where we have seen the security pillars,
cloud security , some attacks and vulnerabilities that can be found in the cloud different layers
and containers security basics .Finally we have studied some related works and analysed their
solutions .

Our Solution was based on securing containers from the host, from container’s running
application where we have created a script that can helps securing our image ,securing containers
from other containers and finally securing host from containers , we have included the last
technologies and tools used in the field like cri-o ,kubernetes and antrea and at the end we
have implemented high available solution where we have deployed two load balancers with two
masters and two worker nodes .

This work has some perspectives ,like implementing service mesh solutions like istio ,
monitoring and visualization tools like grafana and prometheus however we were limited by the
hardware resources and the internet interruptions.
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