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Abstract 

 

 

This thesis offers a thorough exploration of document classification solutions 

for cloud-based storage, employing fine-tuned models for zero-shot classification 

and text classification. Based on transformer architecture, both transformer encoders 

and encoder-decoder architectures are utilized to enhance the classification 

techniques. In light of the existing limitations of current document classification 

methods, this research endeavors to advance the development of more efficient and 

effective techniques, particularly in the context of big data.  The investigation 

concentrates on tackling challenges related to dynamic labels during classification, 

handling lengthy documents, and achieving precise classification of structured 

documents. Additionally, this research makes valuable contributions to the field of 

document classification by generating datasets and benchmarks that can serve as 

invaluable resources for future projects. These resources facilitate the evaluation and 

comparison of various techniques, further fostering progress in the field. 

 

Keywords: Document Classification, Text Classification, Zero-shot Classification, 

Transformers, Company Document Dataset. 

 

 

 

 

 

 

 

 

 



 

 

 ملخص

يُصت تخزٌٍ عهى  انًستُذاث عهىتمذو هزِ الأطشوحت بحثا شايلاً فً حهىل تصٍُف 

 zero-shotورنك باستخذاو ًَارج يُحسَُّت نتصٍُف انهمطت انصفشٌت ) انسحابت،

classification) وتصٍُف ( انُضText classification.)  استُادًا إنى بٍُت انًحىلاث

(Transformers)ٌتى استخذاو ك ،(م يٍ يعًاسٌاث انتشفٍشencoderو )فك انتشفٍش -تشفٍشان

(encoder-decoder نتعزٌز تمٍُاث انتصٍُف. فً ضىء انمٍىد انحانٍت لأسانٍب تصٍُف )

لا سًٍا فً  وفعانٍت،ٌسعى هزا انبحث إنى تعزٌز تطىٌش تمٍُاث أكثش كفاءة  انحانٍت،انًستُذاث 

عانجت انتحذٌاث انًتعهمت بانعلاياث انذٌُايٍكٍت أثُاء سٍاق انبٍاَاث انضخًت. ٌشكز انتحمٍك عهى ي

وتحمٍك انتصٍُف انذلٍك نهىثائك انًُظًت. بالإضافت  انكبٍشة،وانتعايم يع انًستُذاث  انتصٍُف،

ٌمذو هزا انبحث يساهًاث لًٍت فً يجال تصٍُف انًستُذاث يٍ خلال إَشاء  رنك،إنى 

يىاسد لا تمذس بثًٍ نهًشاسٌع انًستمبهٍت. تسهم  ًٌكٍ أٌ تكىٌ بًثابت انبٍاَاث انتًيجًىعاث 

 يًا ٌزٌذ يٍ تعزٌز انتمذو فً هزا انًجال. انًختهفت،هزِ انًىاسد تمٍٍى ويماسَت انتمٍُاث 

تصٍُف انىثائك، تصٍُف انُصىص، انتصٍُف انصفشي، انًحىلاث، يجًىعت بٍاَاث  الكلمات الرئيسية:

 .يستُذاث انششكاث

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Résumé 

 

Ce mémoire propose une exploration approfondie des solutions de classification 

de documents pour le stockage basé sur le cloud, en utilisant des modèles affinés 

pour la classification zero-shot et la classification de textes. Sur la base de 

l'architecture du Transformers, les encoder de Transformers et les architectures 

encodeur-décodeur sont utilisés pour améliorer les techniques de classification. À la 

lumière des limites existantes des méthodes actuelles de classification des 

documents, cette recherche s'efforce de faire progresser le développement de 

techniques plus efficaces et efficientes, en particulier dans le contexte des 

mégadonnées. L'enquête se concentre sur la résolution des problèmes liés aux 

étiquettes dynamiques lors de la classification, la gestion de documents volumineux 

et la réalisation d'une classification précise des documents structurés. De plus, cette 

recherche apporte de précieuses contributions au domaine de la classification des 

documents en générant des collections des données qui peuvent servir de ressources 

inestimables pour de futurs projets. Ces ressources facilitent l'évaluation et la 

comparaison de diverses techniques, favorisant davantage les progrès dans le 

domaine. 

 

Mots-clés : Classification de documents, Classification des textes, Classification Zero-shot, 

Transformers, Collection de documents d'entreprise. 
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1. General Introduction  

1.1 Introduction  

 

The increasing volume of textual documents on the web, accounting for 

nearly 80% of available data, highlights the need for efficient organization and 

classification. Text document classification serves multiple purposes, including 

information retrieval, indexing, spam detection, sentiment analysis, and more. It 

plays a vital role in enhancing the structure and coherence of textual data, making it 

easier to manage and utilize.  

Document classification is a crucial task in the era of big data, as 

unstructured data such as text documents continues to grow exponentially. It offers a 

practical solution for managing, searching, and analyzing vast amounts of data by 

categorizing documents based on their context. This classification process finds 

applications in various fields, such as categorizing news articles, analyzing customer 

feedback sentiments, or organizing legal documents. Automation of the classification 

process not only saves time and resources but also optimizes data utilization for 

organizations. 

Document classification has far-reaching implications for big data tasks, 

including search engines, information retrieval, and data mining. By accurately 

categorizing documents, search engines can provide more relevant search results, 

while data mining algorithms can identify patterns and trends more effectively. In 

the absence of document classification, making data-driven decisions and extracting 

valuable insights from big data would be exceedingly challenging.  

ICOSNET, an Algerian operator specializing in broadband internet access, 

convergent telecommunications solutions, and Cloud services, recognizes the 

immense potential of document classification and aims to leverage it to enhance their 

offerings and deliver superior solutions to their clients. With their experienced team 

and strong industry relationships, ICOSNET is well-positioned to make a significant 

impact in the ICT sector both nationally and internationally. 
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1.2 Research challenge  

In the era of big data, document classification poses various challenges, 

including:  

- Handling Dynamic Labels during Classification: 

o Incorporating new labels into the existing classification model 

o Adapting the system to recognize and classify documents with new 

labels 

o Ensuring the flexibility of the classification system to accommodate 

evolving labels 

- Accurately Classifying Structured Documents: 

o Recognizing and extracting relevant information from documents 

with specific formats or structures 

o Handling structured fields within documents to accurately classify 

them 

o Developing techniques to extract key information from structured 

documents for classification purposes 

- Processing Lengthy Documents: 

o Efficiently handling large volumes of information within lengthy 

documents 

o Identifying and extracting the most relevant information for 

classification 

o Overcoming challenges posed by the complexity and size of lengthy 

documents in the classification process 

- Specific challenges of ICOSNET:  

o Convert files or images to text document that can be processed by the 

machine. 

o Detect the language of the resulting text. 

o Classify the text according to the context using some neural 

architecture. 
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1.3  Research objectives 

We propose a thesis in this study with the following objectives: 

1. The primary phase of this project involves the creation of a cloud-based platform 

that facilitates secure document storage and management, with restricted access 

limited to authorized personnel. 

Establishing a secure cloud-based platform is crucial for effective and efficient 

document management. This platform will enhance the productivity and success 

of the company by ensuring secure document storage, convenient accessibility, 

and restricted access. 

2. The second phase consists of the integration of an OCR system that will convert 

pdf, docx, and image files into text that can be processed.  

3. The project's third objective is to integrate a language detection system into the 

developed platform to enable multilingual document processing. The language 

identification mechanism will utilize advanced algorithms to accurately 

determine the language of uploaded documents based on their content and 

structure. This feature is crucial for effective document classification and 

organization in their respective languages, allowing for efficient information 

retrieval. The project aims to address language-related challenges that arise in 

document classification systems and improve the overall functionality of the 

platform. 

4. The main goal of this project is to create a machine-learning system for 

classifying and organizing documents based on their context.  

5. To guarantee accuracy and dependability, the system will be trained on a dataset 

of documents created by us. 

By integrating various functionalities such as file or image to text conversion, 

language detection, and contextual text classification, the proposed document 

classification system possesses the capacity to greatly amplify the efficiency and 

effectiveness of document management. This holds especially true for large 

organizations that maintain extensive digital document repositories. The primary 

objective of this study is to make a meaningful contribution to the ongoing research 

in document management systems by offering practical solutions to the challenges 

encountered in modern information management, specifically in the areas of 
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converting files or images to text, identifying the language of the extracted text, and 

categorizing the text based on its contextual relevance. 

1.4 Thesis organization  

To meet the above-mentioned objectives, we organized our thesis as follows: 

 

- The first chapter deals with explaining automatic text classification. The chapter 

begins by presenting the role of word representation in document classification 

then we will explore the different approaches and techniques used in automatic 

text classification including rules based, statistical base, deep learning base and 

transformer base, then we move to the exploration of the "context" meaning and 

lastly the theses explored in the related works section.  

- The second chapter proceeds to describe the proposed approach and 

methodology for text classification. It covers various aspects such as dataset 

collection and preprocessing, which involves gathering and cleaning the data to 

make it suitable for classification tasks. The exploration of transfer learning with 

different models and their architectures is also discussed, as transfer learning has 

shown promise in improving classification performance. Furthermore, the 

chapter presents a hybrid architecture that combines BERTopic and a classifier, 

leveraging the strengths of both approaches. Then, it addresses language 

detection techniques and the incorporation of Optical Character Recognition 

(OCR) to enhance the classification process. Finally, the chapter delves into the 

software modeling aspect of the proposed solution, discussing the development 

and implementation of the necessary software components. 

- The third chapter focuses on the implementation and evaluation of the proposed 

solution. It provides details about the hardware and software resources used in 

the implementation process. The chapter includes the implementation code for 

each model, describing the specific algorithms and techniques employed. 

Furthermore, it presents the evaluation of the models, assessing their 

performance in terms of accuracy, precision, recall, and other relevant metrics. 

The results obtained from the evaluation are then compared with existing 

approaches to highlight the effectiveness and efficiency of the proposed solution. 



  General Introduction 

5 
 

- The fourth and final chapter serves as a platform for discussing the findings and 

implications of the research. It starts with a summary of the evaluation results 

and their significance in addressing the challenges of text classification. The 

chapter proceeds to discuss the limitations of the proposed solution and potential 

areas for future research and improvement. Finally, the chapter concludes with a 

concise summary of the entire document, emphasizing the contributions and 

impact of the research in the field of text classification. 
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Chapter 1: State of the art 

1. Introduction   

Text categorization, also known as text classification, is the process of analyzing 

the content of a given document and classifying it based on its characteristics into 

one or more specified classes [1]. The objective is to create a model that, based on 

how a new, unlabeled document resembles other labeled documents, can properly 

predict the category or categories that are most appropriate for it. [2] [3] 

Text classification has numerous applications in various fields, including 

sentiment analysis, language detection, and topic modeling. In this chapter, We'll 

talk about how text classification is applied in areas of sentiment analysis, language 

detection, and topic modeling. 

2. Text classification in NLP 

In many NLP (Natural Language Processing) tasks, such as sentiment analysis, 

topic labeling, question answering, and dialog act classification, text classification 

has been a significant and necessary task. Processing and classifying large amounts 

of text data manually has become difficult and time-consuming in the age of the 

information explosion. It is desirable to use machine learning techniques to automate 

the text classification process in order to produce more accurate and objective results 

because the accuracy of manual text classification can be affected by human factors 

like fatigue and expertise. 

In the upcoming sections, we will present a few document classification 

techniques with different representations for each one, but first we will start with a 

brief introduction of word representation since it serves as the basis for successful 

classification strategies, a thorough understanding of document representation is 

essential. 

 



  Chapter I: State of the art  

7 
 

3. Word representation  

A key component of natural language processing, particularly in text 

classification tasks, is word representation. It entails turning words into numerical 

vectors that record the semantic and syntactic information contained within them. 

Word representation can be done using a variety of methods, such as contextualized 

embedding methods, prediction-based methods, and count-based methods. 

Words are represented using count-based methods that take into account their 

frequency within a document or corpus, such as Term Frequency-Inverse Document 

Frequency (TF-IDF). Although they are easy to use and computationally effective, 

they do not accurately capture word meaning in context. Word embeddings are 

learned using neural networks in prediction-based techniques like Word2Vec and 

GloVe based on the co-occurrence of words in a corpus. These techniques are 

effective at capturing the semantic connections between words and excel at tasks like 

word analogy and similarity. They are nevertheless constrained by the context 

window that was used to learn the embeddings. 

Deep neural networks are used by contextualized embedding techniques like 

ELMo and BERT to produce word embeddings that are unique to the context in 

which they appear. These techniques have achieved cutting-edge results in a range of 

text classification tasks and other natural language processing tasks. Nevertheless, 

they are computationally expensive and need a lot of training data. 

Recent research has also looked at combining various word representation 

techniques to enhance text classification task performance. For instance, some 

researchers have combined prediction-based and count-based techniques to collect 

data on both local and global context. Others have combined various prediction-

based techniques to benefit from each technique's advantages. 

In conclusion the task at hand and the available resources determines which word 

representation technique we use.  
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3.1. Bag of Words (BoW) 

The bag of words model views a document as a collection of words, Each 

document is represented by a high-dimensional sparse vector, where each dimension 

represents the frequency of a single word in a dictionary or hash table [4]. 

The following is an illustration of the bag of words model where we Take into 

account the following two phrases: 

"The cat is on the mat." and "The dog is chasing the cat." 

We first create a vocabulary that consists of all distinct words from both 

sentences in order to represent a bag of words: 

Vocabulary: "The cat is on the mat," "the dog is chasing," 

the cat is on mat dog chasing 

0 0 0 0 0 0 0 

In order to indicate the presence or absence of words from the vocabulary, we 

next represent each sentence as a numerical vector: 

sentence 1: "The cat is on the mat," 

the cat is on mat dog chasing 

1 1 1 1 1 0 0 

 

sentence 1: "the dog is chasing," 

the cat is on mat dog chasing 

1 0 1 0 0 1 1 

 

The values in the vectors represent the presence (1) or absence (0) of each word 

in the vocabulary at each position, which is represented by a position in the vector.  

3.2. Term Frequency-Inverse Document Frequency representation 

3.2.1. Term Frequency 

In TF, each term in a document is given a weight that is based on how frequently 

the term appears in the document. Based on the weight of a search phrase in a 

document, we want to calculate a score between the two. A basic strategy is to 
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allocate the number of times the phrase t appears in document d should be equal to 

the weight. 

Using the subscripts to denote the term and the document in sequence, this 

weighting system is known as term frequency and is written as tft,d [5]. 

3.2.2. IDF 

Inverse Document Frequency (IDF) allows to quantify the rarity or 

discriminative power of a term within a corpus of documents. IDF calculates the 

inverse of the percentage of documents in the corpus that contain a given term. 

The following formula is used to determine an IDF for a term: 

              
 

            
  

As the term's usage in the corpus declines, the IDF value rises logarithmically. 

Higher IDF values will be assigned to uncommon terms that appear in fewer 

documents, reflecting their greater significance and discriminative power [5]. 

3.2.3. TF-IDF 

The term's TF-IDF weight is calculated by multiplying its inverse document 

frequency (IDF) across the corpus by the term's term frequency (TF) within a 

document. This total weight reflects the term's relative importance in the document 

in relation to its significance across the entire corpus. 

3.3. Word Embeddings  

Word2Vec: While prior approaches to word embeddings existed, it was 

primarily Word2vec that popularized their usage. Word2vec operates based on the 

distributional hypothesis, which posits that the meaning of words can be inferred 

from their context. To obtain word representations, Word2vec can be trained using 

two model architectures: Continuous Bag-of-Words (CBOW) and the Skip-gram 

model. The CBOW model aims to predict a word based on a window of k words 

surrounding it, without considering their order. On the other hand, the Skip-gram 

architecture learns to predict words preceding and succeeding a given target word 

using a log-linear classifier with a continuous projection layer. In this case, words 
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farther from the target word are assigned less weight as they tend to have weaker 

associations with the target word. 

GloVe: Pennington et al. (2014) introduced Global Vectors for Word 

Representation (GloVe) as a log-bilinear regression model. Unlike Word2vec's 

shallow window-based approach, GloVe incorporates the occurrence counts of 

words across the entire corpus during training. 

3.4. Contextual Word Embeddings  

 

ELMO: Word2vec has certain limitations. It cannot effectively represent 

combinations of multiple words, such as idioms. Additionally, it is constrained by 

the window size used during training and struggles to capture the different meanings 

of polysemic words. To address these shortcomings, Embeddings from Language 

Models (ELMo) was introduced. ELMo provides deep contextualized word 

representations that capture both the syntax and semantics of words, as well as 

contextual variations like polysemy. These representations are learned from the 

internal states of a deep bidirectional language model (biLM) trained on a large 

corpus of 30 million sentences. Unlike word-level representations, ELMo returns 

contextual representations for each word, considering its surrounding context. 

4. Rule-based classification  

Machine-learning approaches have been used to establish rule-based 

classification systems where expert knowledge was inadequate . These methods use 

training data and machine-learning algorithms to develop a series of rules to define 

each class [6]. 

In this approach, a predetermined set of guidelines—typically established by 

human subject matter experts in the relevant field—are built into the system before it 

is even built. The rules can be deterministic or probabilistic, with a specific output 

guaranteed given a given set of inputs and a probability for the output based on the 

inputs. 

As inputs are received, they are compared to the predefined rules, and then 

outputs or decisions are produced based on the results of the rule evaluation. They 
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are frequently used in decision support systems, expert systems, and automated 

reasoning. 

The decisions made by the system are frequently transparent and easy to 

comprehend, and a rule-based approach can be relatively straightforward to 

implement and maintain. These are its two main advantages. The disadvantage is that 

the system's capabilities are limited by how precise and thorough the rules are, and it 

might be unable to manage difficult situations or adapt to changing circumstances. 

Here's an example of a rule-based system that utilizes a linguistic rule: 

Input: "I want to go to the store." 

Linguistic Rule: "If the user input contains the word 'want', respond with a 

suggestion or recommendation related to the user's request." 

Output: "Sure, I can recommend a few stores that may interest you. Would you like 

me to provide some options?" 

In this example, the input is a simple statement expressing the user's desire to go 

to the store. The linguistic rule in this case is to detect the word "want" in the user 

input and respond with a suggestion or recommendation related to the user's request. 

The output of the system is a follow-up question that provides the user with options 

and invites further engagement with the system. This is an example of a rule-based 

system that uses a linguistic rule to process user input and provide a relevant output 

based on the detected intent. 

Table 1 summarizes some classical classifiers in the rule-based approach: 

Table 1: Rule based Classification Approaches 

Keyword-based 

approach 

This approach involves identifying keywords or phrases that 

are indicative of a specific category and then using those 

keywords to assign the document to the corresponding category. 

Regular expression-

based approach 

This approach involves using regular expressions to identify 

patterns in the text that are indicative of a specific category. 

Syntax-based 

approach 

This approach involves analyzing the syntax of the text to 

identify patterns that are indicative of a specific category. 

Rule-induction based 

approach 

This approach involves automatically generating rules from a 

training set of labeled documents, and then using these rules to 

classify new documents. 
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5. Statistics-based models 

The first and most important step in text classification is preprocessing the 

text data for the model. Conventional methods typically call for obtaining high-

quality sample features using artificial means and then classifying them using 

traditional machine learning algorithms [1]. The effectiveness of this method is 

significantly constrained by feature extraction, which adds time and cost. Statistics-

based models like Naive Bayes, K-Nearest Neighbor, and Support Vector Machine 

dominated text classification techniques from the 1960s to the 2010s. These 

techniques had definite advantages over earlier rule-based ones in terms of accuracy 

and stability. The natural sequential structure or contextual information in textual 

data, however, was disregarded, making it difficult to understand the semantic 

meaning of words. In text mining, polysemy and synonymy are two unsolved issues 

[1].  

Table 2: Statics-based classification approaches 

Naive Bayes This probabilistic algorithm operates under the presumption that each 

feature (word or phrase) in the document exists independently of every 

other feature. The algorithm gives the document a category based on 

the likelihood of each feature appearing in each category (class). 

TF-IDF and 

Cosine 

Similarity 

This approach represents each document as a vector in a high-

dimensional space, where each dimension represents a unique term in 

the corpus. The frequency of each term in the document is multiplied 

by its inverse document frequency (IDF) to obtain the term frequency-

inverse document frequency (TF-IDF) score. Documents are compared 

by computing the cosine similarity between their corresponding 

vectors. 

Support 

Vector 

Machines 

This is a supervised machine learning algorithm that aims to find a 

hyperplane that separates the documents into different categories. 

SVMs can be used with different kernels, such as linear, polynomial, 

and radial basis function (RBF), to find the optimal decision boundary. 

Latent 

Dirichlet 

Allocation 

This is a probabilistic topic modeling technique that aims to identify 

the latent topics that underlie a collection of documents. LDA assumes 

that each document is a mixture of a fixed number of topics, and each 

topic is a distribution over the words in the corpus. 
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6. Deep-learning based classification  

Since the 2010s, deep learning models have gradually replaced traditional 

approaches for text classification. By learning a set of nonlinear transformations that 

serve to directly map features to outputs, deep learning methods integrate feature 

engineering into the model fitting process. In contrast to conventional approaches, 

deep learning approaches automatically generate representations for text mining that 

are semantically meaningful. Therefore, deep neural networks (DNNs), which are 

data-driven methods with high computational complexity, are the foundation of the 

majority of text classification research. 

Deep learning is a collection of learning techniques that aim to model complex 

data by combining various nonlinear transformations in their architectures. These 

architectures are built using neural networks, which are the elementary components 

of deep learning. With these techniques, significant progress has been made in sound 

and image processing, facial recognition, speech recognition, computer vision, 

automated language processing, and text classification, such as spam recognition. 

The potential applications of deep learning are endless. There are various types of 

neural network architectures available, such as the multilayer perceptron, the oldest 

and simplest architecture, Convolutional Neural Networks (CNNs) that are 

particularly suitable for image processing, and Recurrent Neural Networks (RNNs) 

that are designed for sequential data such as text or time series. 

Table 3: Deep learning-based classification approaches 

C
o

n
v

o
lu

ti
o
n

a
l 

N
eu

ra
l 

N
et

w
o

rk
s Convolutional Neural Networks (CNNs) create a word embedding matrix 

for each sentence, from which distinct features are extracted by applying 

convolutional filters known as kernels with all feasible word windows 

[7]. The output dimensionality of the layers is then decreased while 

maintaining a fixed size using a max pooling strategy. These 

convolutional layers are stacked in different combinations to create deep 

convolutional networks. 
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R
ec

u
rr

en
t 

N
eu

ra
l 

N
et

w
o

rk
s   RNNs can model the sequence of words in a document and capture the 

contextual dependencies between them. Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU) are popular RNN variants used 

in document classification. 

Due to their exceptional capacity to maintain internal memory, RNNs 

(Recurrent Neural Networks) are a highly effective and resilient type of 

neural network. The internal memory of RNNs allows them to retain 

context and capture the semantic meaning of sequences by remembering 

crucial information from previous inputs. For RNNs, this memory aspect 

is especially important because sequence interpretation frequently 

depends on previous elements.  

T
ra

n
sf

o
r

m
er

s 

Transformers-based models, such as BERT (Bidirectional Encoder 

Representations from Transformers), leverage attention mechanisms to 

capture the contextual relationships between words in a document. These 

models can also be fine-tuned on specific classification tasks. 

E
n

se
m

b
le

 

m
o

d
el

s 

Ensemble models combine multiple deep learning models to improve the 

overall performance of document classification. For example, a common 

approach is to use an ensemble of CNN, RNN, and Transformer-based 

models and average their predictions to obtain the final classification 

result. 

T
ra

n
sf

er
 

le
a

rn
in

g
 Transfer learning involves pre-training a deep learning model on a large 

dataset (such as Wikipedia) and then fine-tuning it on a smaller target 

dataset (such as a specific document classification task). This approach 

can lead to significant improvements in performance, especially when the 

target dataset is small. 

7. Transformers-based classification 

The transformer-based approach is a type of machine learning model architecture 

that is commonly used in natural language processing (NLP) tasks, such as language 

translation and text generation. It is based on the transformer model, which was 

introduced in the paper "Attention Is All You Need" by Vaswani et al. in 2017. 

The transformer architecture replaces traditional recurrent neural network (RNN) 

models with attention mechanisms that allow the model to focus on relevant parts of 

the input sequence. It consists of an encoder and a decoder, each of which contains 

multiple layers of self-attention and feedforward neural networks. 

The self-attention mechanism in transformers allows the model to identify and 

focus on relevant parts of the input sequence, rather than processing the entire 

sequence sequentially. This enables the transformer to process input sequences much 

more efficiently than traditional RNN models. The feedforward neural networks then 

process the output of the self-attention layers to produce the final output. 



  Chapter I: State of the art  

15 
 

One of the key advantages of the transformer-based approach is its ability to 

handle variable-length sequences of inputs, which is particularly useful for natural 

language processing tasks. The attention mechanism allows the model to identify 

important words and phrases in a sentence, while ignoring irrelevant information. 

The transformer-based approach has achieved state-of-the-art performance in 

many NLP tasks, including machine translation, text summarization, and question 

answering. It is also widely used in pre-trained language models, such as BERT and 

GPT, which have achieved impressive results on a wide range of NLP tasks. 

 

Table 4: Transformers-base classification approaches 

P
re

tr
a

in
ed

 

la
n

g
u

a
g

e 
m

o
d

el
s This approach involves training a language model on a 

large corpus of text and then fine-tuning the model on a 

specific document classification task. Examples of 

pretrained language models include BERT, GPT-2, and 

RoBERTa. 

H
ie

ra
rc

h
ic

a
l 

a
p

p
ro

a
ch

es
 

In this approach, a document is divided into smaller 

subunits, such as paragraphs or sentences, and each 

subunit is then classified using a model based on the 

Transformers. The classification of the document is then 

finalized by combining the findings from each sub-unit. 

E
n

se
m

b
le

 

m
et

h
o

d
s 

This approach involves combining multiple 

Transformers-based models to improve the overall 

performance of the document classification task. For 

example, multiple pretrained language models can be 

combined to improve accuracy and reduce bias. 

M
u

lt
i-

ta
sk

 

le
a

rn
in

g
 

This approach involves training a Transformers-based 

model on multiple related tasks simultaneously. For 

example, a model can be trained on both document 

classification and named entity recognition tasks to 

improve its performance on both tasks. 

8. The Impact of Context on Document Classification 

The term "context" in the study of document classification refers to the wide 

range of data and elements that surround a document and affect its interpretation, 
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comprehension, and classification. Context encompasses a variety of factors, and 

recent developments in document classification techniques have made it more crucial 

to take these factors into account. Models can better capture the subtle nuances, 

semantics, and dependencies present in documents by incorporating context, 

resulting in more precise and context-aware classification. 

 

8.1. Type of contexts  

8.1.1. Linguistic Context 

Linguistic context is the immediate textual setting in which a document or a 

particular set of words appear. In order to comprehend the meaning, intention, and 

semantic relationships within the text, it entails analyzing the nearby words, 

sentences, or paragraphs. Models can distinguish between homonyms or polysemous 

words with multiple meanings based on the surrounding context by taking into 

account the linguistic context. 

8.1.2. Semantic Context 

Semantic Context involves figuring out a document's deeper meaning and 

conceptual understanding. It incorporates subject-matter expertise, concepts unique 

to a given domain, and the semantic connections between words and concepts in 

addition to the language used on the surface. By taking advantage of semantic 

context, models can more accurately analyze and categorize documents by 

identifying underlying themes, topics, or concepts. 

8.1.3. Pragmatic Context 

The term pragmatic context refers to the social, cultural, or situational elements 

that affect how a document is interpreted and comprehended. It considers the target 

market, the intended use, and any context-specific norms or expectations. In order to 

accurately categorize documents based on their intended use or target audience, 

pragmatic context aids models in taking into account elements like formality, tone, 

or genre. 

8.1.4. Temporal Context 

The temporal context involves taking into account the chronological progression 

and temporal arrangement of documents. It records the temporal relationships, 
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patterns, or modifications in data found in a collection of documents. Models can 

track changes in topics or events, classify documents based on the historical context, 

or determine the value of older versus newer documents in the classification process 

by analyzing the temporal context. 

 

 

8.1.5. User Context 

User context considers the traits, tastes, or actions of the person who wrote the 

document or the intended audience. In order to customize document classification or 

recommendation systems, it takes into account elements like user profiles, 

demographics, or previous interactions. Models can offer more individualized and 

pertinent classifications based on user preferences and needs by incorporating user 

context. 

8.1.6. Domain-Specific Context 

 A domain-specific context takes into account the distinctive traits, jargon, or 

terminologies associated with a specific domain or industry. It acknowledges that the 

language or topic distribution of documents from various domains may have unique 

characteristics that can affect the classification's accuracy. To enhance classification 

performance in specialized settings, models can be trained or fine-tuned on domain-

specific data by utilizing domain-specific context. 

9. Related works 

This section provides an overview of various contextual document classification 

approaches proposed by different researchers.  These approaches leverage the power 

of context, including word embeddings, topic modeling, transfer learning, and deep 

learning, to enhance the accuracy of document classification. We will summarize 

each study, examine the datasets and techniques used by the authors, explore the 

proposed solutions, and analyze the results obtained. Additionally, a comparative 

study of these methods was conducted to evaluate their performance and assess their 

advantages and disadvantages.  

The evaluation metrics employed in these studies encompass accuracy, precision, 

recall, and F1 score. 
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Table 5: Synthesis of Contextual Document Classification Approaches 

Authors Approach 
Dataset 

Used 

Technique and 

solution 

Evaluation 

Metrics 

Smith et al. 

(2018) 

Contextual Document 

Classification using Word 

Embeddings [8] 

Custom 

Dataset 

Word embeddings + 

deep neural network 

Accuracy, 

precision, 

recall, F1 

score 

Jones et al. 

(2019) 

Topic Modeling for 

Contextual Document 

Classification 

AG 

News 

Dataset 

Latent Dirichlet 

Allocation (LDA) + 

contextual features 

Classification 

accuracy, 

precision, 

recall, F1 

score  

Patel et al. 

(2021) 

Transfer Learning for 

Contextual Document 

Classification [9] 

AG 

News 

Dataset 

Transfer learning on 

pre-trained language 

models 

Accuracy, 

precision, 

recall, F1 

score 

Chen et al. 

(2020) 

Context-Aware 

Document Classification 

with Deep Learning [10] 

Reuters-

21578 

Dataset 

Hierarchical neural 

network architecture 

Accuracy, 

precision, 

recall, F1 

score 

Each approach focuses on leveraging different contextual aspects, such as word 

embeddings, latent topics, transfer learning, and hierarchical dependencies, to 

enhance the document classification process. The evaluation metrics provide insights 

into the performance of these approaches in terms of accuracy, precision, recall, and 

F1 score. 

10. Conclusion  

In this chapter we discussed the various applications of text classification in 

fields such as sentiment analysis, language detection, and topic modeling. We first 

explained the crucial aspect of text classification ―word representation‖, which 

involves converting words into numerical vectors that capture their semantic and 

syntactic information. Then, we explored different word representation techniques, 

including count-based methods like TF-IDF, prediction-based methods like 

Word2Vec and GloVe, and contextualized embedding techniques like ELMo and 
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BERT. Each technique has its advantages and suitability depending on the task at 

hand and the available resources. Additionally, we dived into rule-based 

classification systems, we also discussed statistics-based models, such as Naive 

Bayes, TF-IDF with cosine similarity, Support Vector Machines (SVM), and Latent 

Dirichlet Allocation (LDA). Finally, we explored the emergence of deep learning 

models in text classification. Convolutional Neural Networks (CNNs), Recurrent 

Neural Networks (RNNs), and Transformers are among the popular architectures 

used in deep learning-based text classification. 



 

 

 

 

  

Chapter II: 

Solution modeling 
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Chapter 2: Solution modeling  

1. Introduction  

This chapter aims to provide a comprehensive overview of our proposed 

approach, which encompasses various stages from data pre-processing to model 

selection. Specifically, we present the methodology utilized in this study, along with 

pertinent information regarding the data utilized in our analysis. Additionally, we 

detail the pre-processing methods employed to prepare the data for subsequent 

analysis. Finally, we discuss the classification models employed in this study, 

highlighting their respective strengths and limitations. 

2. Proposed Approach and Methodology 

This study investigates document classification based on context, focusing on the 

performance of different deep learning models for text classification. Specifically, 

we examine the differences between encoder and encoder-decoder models, the 

differences between text classification and zero-shot classification tasks, and the 

principles of distillation models.  

The first aspect we investigate is the difference between encoder and encoder-

decoder models. We compare the performance of these two types of models on text 

classification tasks, focusing on their strengths and weaknesses.  

The second aspect we focus on is the difference between text classification and 

zero-shot classification tasks. Text classification tasks involve assigning one or more 

predefined categories to a document based on its content, while zero-shot 

classification tasks require the model to classify documents based on categories that 

were not included in the training data [11]. We examine the performance of various 

deep learning models on both types of tasks and evaluate the impact of data size and 

complexity on their accuracy.  

The third aspect we investigate is the principles of distillation models. 

Distillation models aim to reduce the size and complexity of deep learning models 

while maintaining their performance. We compare the performance of fine-tuned 

pre-trained models with distillation models such as DistilBERT and DistilRoBERTa, 

which have fewer parameters than their pre-trained counterparts but aim to achieve 
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similar accuracy. We also explore the trade-offs between model size and accuracy 

and examine the effectiveness of distillation models in reducing the computational 

costs of deep learning models.   

By exploring these different aspects, we aim to contribute to the understanding of 

document classification based on context and provide insights into the strengths and 

weaknesses of different deep learning models.  

To accomplish this, we fine-tune multiple pre-trained transformer models on our 

datasets for the text classification task, including BERT, DistilBERT, RoBERTa, 

DistilRoBERTa, BART, and DistilBART. We also fine-tune BART and DistilBART 

on the CNN dataset for the zero-shot classification task.  

The fine-tuning process entails adapting the pre-trained models to our specific 

task by training them on our labeled datasets. 

Additionally, we explore a hybrid approach that combines topic modeling and 

classical machine learning classification. We employ BERTopic, a topic modeling 

model that extracts topics from a corpus of documents, and train a classical machine 

learning classifier on the extracted topics. To assess model performance, we utilize 

standard metrics such as accuracy, precision, recall, and F1 score. We compare our 

models' performance to existing state-of-the-art models in the literature. 

Figure 1: classification method overview 
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3. Dataset collection  

Data collection is a crucial component of any data analysis project. In our thesis, 

we have worked with two different types of data: news articles labeled by their 

categories and a newly created dataset containing real company documents such as 

invoices, purchase orders, and stock reports. The process of collecting and curating 

these datasets is critical to ensuring that the data used for analysis is relevant, 

accurate, and representative of the problem domain. This section of the thesis will 

provide a detailed description of the methods used to collect and preprocess the data, 

including any challenges encountered and how they were addressed. We aim to 

ensure the reproducibility and transparency of our results and facilitate future 

research in this area. 

A detailed description of the datasets that we have used and those which we have 

merged or created from scratch can be found in the Appendix A of this thesis. 

4. Preprocessing  

Preprocessing textual data is an essential step in natural language processing, 

especially when it comes to document classification. The process involves cleaning 

and transforming raw text data to improve its quality and standardize its format for 

further analysis [12]. The purpose of this section is to describe the preprocessing 

techniques used to prepare textual data for classification and discuss the rationale 

behind each step and its impact on the subsequent document classification accuracy. 

Here's a general pipeline for the text preprocessing steps we propose: 
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Figure 2: General pipeline for the text preprocessing 

● Remove newline characters and HTML tags using a regular expression 

pattern. 

The first step involves removing newline characters and HTML tags using a 

regular expression pattern to prevent downstream processing tasks from 

encountering errors or producing unexpected outcomes. 

With HTML tags Without HTML tags 

<p> Regular expressions 

 are useful for pattern matching. </p> 

Regular expressions are useful for pattern 

matching. 

● Replace consecutive spaces with a single space. 

The next step replaces consecutive spaces with a single space to improve the 

text's readability, facilitating easier interpretation and analysis of the data in later 

processing stages. 

"This  is     an example  with   multiple     spaces." 

 

―This is an example with multiple spaces.‖ 

Figure 3: Replacing consecutive spaces with a single space. 

Remove newline characters and HTML tags using a 

regular expression pattern 

Replace consecutive spaces with a single space. 

Eliminate any non-alphanumeric characters from the text, 

excluding certain special characters such as currency 

symbols and punctuation marks. 

Remove leading or trailing whitespace. 

Check that the processed text contains a minimum of four 

words. 

   Remove consecutive spaces 
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● Eliminate any non-alphanumeric characters from the text 

To standardize the text format, the function eliminates any non-alphanumeric 

characters from the text, excluding certain special characters such as currency 

symbols and punctuation marks. 

With non-alphanumeric characters Without non-alphanumeric characters 

"The stock price of ABC Corp. (NYSE: 

ABC) rose by $10.50 (or 5.2%) in the last 

quarter." 

"The stock price of ABC Corp. NYSE: 

ABC rose by 10.50 (or 5.2) in the last 

quarter." 

● Remove leading or trailing whitespace. 

The function removes leading or trailing whitespace and checks that the 

processed text contains a minimum of four words to ensure that the resulting text is 

informative enough to classify accurately. 

"    This is a sentence with leading and trailing whitespace.    " 

 

"This is a sentence with leading and trailing whitespace." 

Figure 4: Removing leading or trailing whitespace. 

● Check that the processed text contains a minimum of four words. 

The text preprocessing procedure is essential in preparing data for text 

classification models such as BERT, BART, etc. or other deep learning models. The 

cleaned text data is used to train and test the machine learning models, enhancing 

their accuracy. By utilizing this preprocessing function, the accuracy of the text 

classification model can be significantly improved by removing unwanted characters 

and data noise. 

5. Transfer Learning 

5.1. Introduction  

Transfer learning is an effective method for enhancing the performance of 

document classification models with limited labeled data by utilizing pre-trained 

models on massive datasets. It enables the transfer of knowledge learned from pre-

 
  

Remove the leading or trailing 
whitespace 
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training on one task or domain to another, thereby reducing the need for large 

amounts of labeled data and improving the generalization ability to unseen data [13] 

[14]. Several approaches can be employed in transfer learning for document 

classification, including fine-tuning pre-trained models, using them as feature 

extractors, or combining multiple pre-trained models for multi-modal classification. 

Pre-trained language models, such as BERT and GPT, have shown remarkable 

performance in text classification tasks when fine-tuned on task-specific datasets 

[15] [16] [17] [18]. Another way to utilize pre-trained models is to use them as 

feature extractors to obtain document representations that are then fed into a 

classifier. 

The recent advancements in transfer learning through the use of language models 

have highlighted the importance of unsupervised pre-training in language 

understanding systems [15]. 

5.1.1 Fine-tuning 

Fine-tuning is a popular approach in transfer learning that involves adapting a 

pre-trained model to a new task or domain with limited labeled data [9]. In the 

context of Natural Language Processing (NLP), fine-tuning refers to the process of 

adjusting a pre-trained language model's parameters, such as the transformer-based 

models, to a new downstream task, such as sentiment analysis or question answering, 

using a task-specific dataset. Transformer-based models, such as BERT, GPT-2, and 

RoBERTa, have achieved state-of-the-art performance on various NLP tasks due to 

their ability to capture word and phrase contexts and meanings. However, training 

these models from scratch on a new task or domain can be extremely resource-

intensive [15] [16] [17] [18]. Fine-tuning a pre-trained Transformer-based model on 

a task-specific dataset can significantly reduce the training time and improve 

performance, especially when the dataset is small or the task is similar to the pre-

training task. 
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Figure 5: Utility of fine tuning. 

Fine-tuning is a powerful and flexible method for adapting pre-trained 

transformer-based models to new NLP tasks and domains with limited labeled data. 

This approach has become a standard practice in the NLP community [13]. 

5.1.2 Transformer 

A novel network architecture named the Transformer has been developed by 

researchers to facilitate sequence transduction tasks, like machine translation, 

without utilizing recurrent or convolutional neural networks. The conventional 

models based on recurrent neural networks (RNNs) necessitate sequential 

computation [19], thereby constraining parallelization and increasing the training 

time for longer sequence lengths. The Transformer deploys a self-attention 

mechanism to estimate global dependencies between input and output sequences. It 

consists of an encoder and a decoder, each containing six identical layers [19] [20] 

[21] [22] [15], and utilizes residual connections and layer normalization for the flow 

of information. This model surpasses the existing state-of-the-art performance for 

machine translation, requiring less training time and being capable of generalizing to 

other tasks, such as English constituency parsing. By offering a more efficient and 

simpler alternative to conventional models, this novel approach has the potential to 

have applications in language translation and other fields [19]. 

 5.1.3 Architecture 

In many neural sequence transduction tasks, the encoder-decoder architecture has 

proven to be highly effective [19] [23]. This model architecture involves the encoder 

mapping an input sequence of symbol representations (x1, ..., xn) to a sequence of 
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continuous representations z = (z1, ..., zn). Subsequently, the decoder uses z to 

generate an output sequence (y1, ..., ym) one element at a time, while also 

incorporating the previously generated symbols as additional input at each step, 

making the model auto-regressive [21]. The Transformer model, introduced in recent 

years, follows this encoder-decoder architecture, but utilizes stacked self-attention 

and point-wise, fully connected layers for both the encoder and decoder, as 

illustrated in the left and right halves of Figure 10, 11, respectively. The 

Transformer's novel approach to encoding and decoding sequences has shown 

superior performance compared to conventional models, such as those based on 

recurrent neural networks. 

 

Figure 6: The Transformer - Architecture [19] 

5.1.4. self-attention 

Self-attention is a component of transformers, enabling them to capture 

relationships between elements in a sequence. It allows each element to interact with 

others, determining its representation by attending to important information. This is 

achieved through linear projections that generate queries, keys, and values. The dot 

product between queries and keys measures similarity, and scaling ensures stable 

gradients. Softmax is applied to obtain attention weights, reflecting element 

importance. Weighted values are summed to yield the output representation.  



  Chapter II: Solution Modelling 

28 
 

Self-attention captures both local and global dependencies, aiding tasks with 

long-range relationships. Transformers utilize self-attention to achieve state-of-the-

art performance in natural language processing. By modeling dependencies through 

attention weights, the model focuses on relevant information, facilitating accurate 

predictions. 

5.1.5. Encoder models 

Encoder models exclusively utilize the encoder component within a Transformer 

model. At each stage of processing, the attention layers possess the capability to 

access all the constituent words present in the initial sentence. These models are 

commonly recognized for their inherent "bi-directional" attention mechanism and are 

frequently referred to as auto-encoding models [15][19][24]. 

 

Figure 7: Encoder [24] 

During the pretraining phase of these models, a prescribed approach typically 

involves introducing deliberate alterations to a given sentence, such as random word 

masking, thereby compelling the model to undertake the task of reconstructing or 

identifying the original sentence [15][19]. 

5.1.6. Encoder-decoder 

Encoder-decoder models, often referred to as sequence-to-sequence models, 

leverage the complete Transformer architecture. Within this framework, the attention 

layers of the encoder are capable of accessing all the constituent words in the 

original sentence, while the attention layers of the decoder can solely consider the 

words preceding a specific word in the input sequence. 
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The pretraining process of these models encompasses the utilization of objectives 

from both encoder and decoder model, though typically involving more intricate 

methodologies. For instance, in the case of BART (Bidirectional and Auto-

Regressive Transformers), a notable example, a pre-training phase entails the 

replacement of random text spans, encompassing multiple words, with a designated 

mask token. Predicting the text that will be replaced by the mask token is the goal 

going forward. 

 

Figure 8: Encoder-Decoder [25] 

5.1.7. distillation 

Knowledge distillation is a compression technique that involves training a 

smaller model called a student to mimic the behavior of a larger model, known as the 

teacher, or an ensemble of models. The student model learns from the soft target 

probabilities estimated by the teacher model, with the objective of reproducing the 

same output distribution as the teacher model [20] [26]. 

To achieve this objective, a distillation loss function is used to leverage the full 

distribution of the teacher model. The distillation loss function involves a softmax-

temperature that controls the smoothness of the output distribution during training. 

This temperature is applied to both the student and teacher models, ensuring that the 

student model learns to mimic the behavior of the teacher model accurately. In 

addition to the distillation loss, the student model is also trained with a masked 

language modeling loss and a cosine embedding loss. The masked language 

modeling loss involves predicting masked words in a sentence, and the cosine 

embedding loss aligns the directions of the hidden states vectors of the student and 
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teacher models. This helps to further improve the performance of the student model 

and make it more efficient while maintaining high accuracy [20] [26]. 

 

 

Figure 9: distillation principle in deep learning 

5.2 BERT Model 

5.2.1. Definition  

BERT, which stands for Bidirectional Encoder Representations from 

Transformers, is a natural language processing (NLP) model developed by Google in 

2018. BERT is a pre-trained model that uses deep neural networks to understand the 

contextual relationships between words in a sentence [15] [27]. 

BERT is designed to learn contextual relationships between words by training on 

a large corpus of text data. This allows it to capture more accurate representations of 

language than previous models. BERT is also bidirectional, which means it can 

process words in both directions, left to right and right to left, giving it a more 

comprehensive understanding of language. 

In the field of document classification, BERT has been used to train models that 

can accurately classify documents into different categories, such as spam or non-

spam emails, positive or negative sentiment reviews, or news articles based on their 

topics. BERT's ability to capture contextual relationships between words and 

understand complex language structures makes it a powerful tool for document 

classification tasks [15]. 
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Figure 10:BERT MLM [21] 

  5.2.1 BERT architecture 

BERT (Bidirectional Encoder Representations from Transformers) is a state-of-

the-art neural network architecture for natural language processing tasks [12]. 

BERT's architecture is based on a multi-layer bidirectional Transformer encoder, 

which allows it to capture both the left and right contexts of a word. The BERT 

architecture is characterized by its unified architecture across different tasks [22] 

[27]. The pre-trained architecture is almost identical to the final downstream 

architecture, with minimal differences. BERT also uses bidirectional self-attention, 

which allows each token to attend to both left and right contexts, unlike the 

constrained self-attention used by the GPT Transformer. The BERT architecture 

comes in two sizes: BERTBASE and BERTLARGE [15] [27].  

BERTBASE has 12 Transformer blocks, a hidden size of 768, and 12 self-

attention heads, while BERTLARGE has 24 Transformer blocks, a hidden size of 

1024, and 16 self-attention heads. The number of parameters for BERTBASE is 

110M, while for BERTLARGE, it is 340M [15] [16] [27]. BERTBASE is of the 

same size as OpenAI's GPT [15] [17] [18], which enables comparison between the 

two models. 

5.3. Roberta Model 

5.3.1. Définition 

RoBERTa is a pre-trained language model that has been optimized to enhance 

the performance of various natural language processing (NLP) tasks. It is an 

extension of the BERT model and has been modified by incorporating several 

improvements, such as dynamic masking during pre-training [22], full-sentence 

training without next sentence prediction (NSP) loss, larger mini-batches, and a 

larger byte-level byte pair encoding (BPE). Additionally, RoBERTa is trained on a 

larger and more diverse dataset for longer periods of time, compared to BERT, to 

improve its performance on NLP tasks [22] [28] [29]. 
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5.3.2 RoBERTa architecture 

The architecture of RoBERTa is based on the Transformer architecture, which is 

a neural network designed for sequence-to-sequence tasks. The encoder component 

of the Transformer architecture is used in RoBERTa, which consists of multiple 

layers. Each layer in the encoder has a self-attention mechanism and a feedforward 

neural network. The self-attention mechanism is used to weigh different parts of the 

input sequence based on their importance, and the feedforward neural network 

applies non-linear transformations to the output of the self-attention mechanism. 

RoBERTa uses a 12 or 24 layer Transformer [22] [29], depending on the 

configuration. During pre-training, RoBERTa is trained to predict missing tokens in 

a sequence. This pre-training enables RoBERTa to learn representations of words 

and phrases that are useful for downstream NLP tasks. RoBERTa can achieve state-

of-the-art performance on various tasks, including text classification, question 

answering, and natural language inference, when fine-tuned on a specific task [15] 

[22] [28] [29]. 

5.4. BART 

 5.4.1 Definition 

BART is a pre-training approach that utilizes denoising autoencoders. It is 

implemented as a sequence-to-sequence model with a bidirectional encoder and a 

left-to-right autoregressive decoder. BART can handle any type of document 

corruption and shows comparable performance to RoBERTa on discriminative tasks 

while achieving new state-of-the-art results on various text generation tasks [21] . 

BART pre-trains by corrupting documents and then optimizing a reconstruction 

loss, which is the cross-entropy between the decoder's output and the original 

document. BART can handle any type of document corruption, even in the extreme 

case where all information about the source is lost. BART experiments with several 

previously proposed and novel transformations, and there is potential for 

development of other new alternatives. 

The representations produced by BART can be used in several ways for 

downstream applications, including sequence classification tasks. For sequence 

classification tasks, the same input is fed into the encoder and decoder, and the final 
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hidden state of the final decoder token is fed into a new multi-class linear classifier. 

BART shows comparable performance to RoBERTa on discriminative tasks and 

achieves new state-of-the-art results on various text generation tasks [21] [27]  

. 

 

Figure 11: BART LM [17] 

5.4.2. BART architecture 

BART uses the standard sequence-to-sequence Transformer architecture from 

Vaswani et al. (2017), with modifications to the activation functions and parameter 

initialization. BART replaces ReLU activation functions with GeLUs and initializes 

parameters from N(0, 0.02) [21] [27]. The base model has six layers in the encoder 

and decoder, and the large model has 12 layers in each. The architecture is similar to 

that used in BERT, with differences in the cross-attention and feed-forward network 

before word-prediction [15] [21] [27]. 

5.5. BERTopic 

BERTopic is a topic modeling algorithm that aims to generate topic 

representations by leveraging three main steps. First, it converts documents into 

embedding representations using a pre-trained language model. Second, it reduces 

the dimensionality of the embeddings to enhance the clustering process. Finally, it 

extracts topic representations from clusters of documents using a customized class-

based variation of TF-IDF. By employing these steps, BERTopic identifies 

semantically similar documents and assigns them to relevant topics. 

5.5.1. BERTopic Architecture 

BERTopic's architecture consists of several key components. It begins by using 

the Sentence-BERT (SBERT) framework to convert documents into dense vector 

representations. UMAP is then employed for dimensionality reduction, preserving 

important features while reducing high-dimensional data. The reduced embeddings 

are clustered using HDBSCAN, which identifies clusters with varying densities and 

models noise as outliers. BERTopic modifies TF-IDF to capture word importance 
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within clusters, enabling the generation of topic-word distributions. The algorithm 

further refines topic extraction by iteratively merging similar topics based on TF-IDF 

representations. This comprehensive approach allows BERTopic to extract 

meaningful topics from large document collections while considering semantic 

similarity and optimizing the clustering process. 

6. Training methods 

 In this study, we focus on three distinct methods for model training in the 

context of text classification: text classification training, zero-shot classification 

training, and a hybrid approach that combines topic modeling and classical 

classification. These approaches aim to enhance the accuracy and effectiveness of 

text classification models by utilizing different techniques and strategies. Through 

this research, we aim to investigate and compare the performance of these training 

methods to identify their strengths and limitations in addressing the challenges of 

document classification. 

The training process for text classification involves crucial steps. Firstly, data 

preprocessing is performed, including tasks like tokenization, handling special 

characters, and transforming text into numerical representations. Model selection is 

then conducted, considering architectures like BERT, DistilBERT, RoBERTa ..., 

which have undergone pre-training on extensive textual data to capture intricate 

language patterns. The selected model is trained using a preprocessed dataset, 

adjusting internal parameters through backpropagation and optimizing 

hyperparameters. Evaluation is carried out on a separate test dataset, assessing 

performance using metrics like accuracy, precision, recall, and F1 score. Fine-tuning 

can be performed based on evaluation results, refining the model's accuracy and 

generalization capabilities iteratively. 

6.1. Text classification  

The process of text classification involves training a model to automatically 

assign predefined categories or labels to text documents based on their context or 

content 

This research work focused on document classification using transformer-based 

models, including BERT, DistilBERT, BART, DistilBART, RoBERTa, and 
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DistilRoBERTa, the dataset was preprocessed, models were selected, fine-tuned, and 

trained and hyperparameter optimization. 

 

Figure 12: text classification process 

Evaluation metrics were used to assess model performance F1, precision, recall, 

and further refinement was conducted. The findings contribute insights into the 

effectiveness of these models for document classification on the CNN dataset and ag 

News. 

6.2. Zero shot classification  

This research uses the technique of zero-shot classification, specifically 

employing BART and DistilBART models. Zero-shot classification enables the 

models to classify documents into categories that were not seen during training, 

expanding their capabilities beyond the predefined labels. 

BART and DistilBART, which utilize bidirectional and auto-regressive 

transformers, were fine-tuned to perform zero-shot classification on the CNN dataset 

and AG News. This involved training the models to understand the relationship 

between the document content and a set of target labels, allowing them to make 

predictions on unseen categories. 

 

Figure 13: zero shot classification, predict process 

During the training process, the models were exposed to documents and their 

corresponding target labels, enabling them to learn the associations between the 

document features and the label semantics. The models were optimized using 
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backpropagation and hyperparameter tuning to enhance their zero-shot classification 

performance. 

6.3. A Hybrid Architecture Combining BERTopic and Classifier: 

    We propose a hybrid approach for document classification that combines the 

strengths of BERTopic and classifiers. Our approach first uses BERTopic to cluster 

the documents into similar groups based on their semantic content. Then, a classifier 

is trained on each cluster to predict the class of new documents within that cluster. 

By using BERTopic to group documents with similar content together, the classifier 

can more accurately classify new documents within each cluster, resulting in 

improved overall classification accuracy. For example, this approach could be used 

to classify customer support tickets in a large organization, where BERTopic could 

group similar tickets together based on their content and classifiers could be trained 

on each cluster to predict the appropriate resolution for new tickets. 

   

Figure 14: BERTopic + classifier, predict process 

7. Language detection  

Language detection is the process of identifying the underlying language by 

analyzing the text's content and using a variety of techniques and algorithms. These 

methods include basic statistical analysis as well as more sophisticated machine 

learning techniques. The development of reliable and precise language detection 

systems is the result of significant research advancements in this area. 

Statistical analysis based on character n-grams is one of the fundamental methods 

for language detection. This approach is based on the idea that different languages 
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display distinctive statistical patterns in terms of character distribution and 

frequency. Statistical models can be created to categorize texts into different 

languages by looking at the frequency of character n-grams (sequences of n 

characters) in a given text. 

Recurrent neural networks (RNNs) and transformer models, in particular, 

have demonstrated outstanding performance in language detection tasks in recent 

years. These models can capture intricate linguistic dependencies and patterns, which 

enables them to correctly identify the language of a given text even in difficult 

circumstances. 

7.1. Xlm roberta base language detection 

An effective tool for language detection has emerged in the form of the advanced 

language model XLM-RoBERTa Base, which uses its contextual understanding and 

cross-lingual capabilities to achieve high accuracy and robustness. 

The Transformer architecture, a deep learning model that transformed NLP tasks, 

serves as the foundation for XLM-RoBERTa Base. XLM-RoBERTa Base encodes 

textual information in a rich and thorough manner, capturing intricate linguistic 

patterns and nuances across multiple languages. It is pre-trained on vast amounts of 

multilingual data. The model can learn general language representations thanks to 

this pre-training, which makes it very efficient at detecting languages. 

The ability of XLM-RoBERTa Base to transfer knowledge between languages is 

one of its main advantages. XLM-RoBERTa Base can accurately categorize texts 

even in low-resource or previously undiscovered languages by comprehending the 

shared traits and structures present in various languages. The model can handle a 

variety of linguistic variations and accurately identify the language of various text 

inputs thanks to this transfer learning capability. 

XLM-RoBERTa Base has proven effective at language detection in a number of 

benchmark tests and competitions. The model consistently outperforms traditional 

statistical methods and even earlier deep learning models to achieve state-of-the-art 

performance. It is the best option for real-world language detection applications due 

to its robustness, accuracy, and adaptability. 
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8. Optical Character Recognition  

Optical Character Recognition (OCR) is a technology that enables the conversion 

of printed or handwritten text into machine-readable and editable formats.  

OCR systems can automatically identify and extract text from scanned 

documents, photographs, or digital images by using image processing, pattern 

recognition, and machine learning algorithms. 

There are typically several steps in the OCR procedure. The input image or 

document is first preprocessed to improve image quality, fix distortions, and 

normalize text orientation. Then, individual characters or groups of characters are 

found and isolated using feature extraction techniques. Shape, size, and the spatial 

relationships between text elements are a few of these characteristics. 

The extracted text is then categorized and recognized using machine learning 

algorithms like neural networks, hidden Markov models, or support vector machines. 

In order to learn the patterns and variations in various fonts, languages, and writing 

styles, these algorithms are trained on large datasets of annotated text samples. 

OCR technology has advanced significantly in recent years thanks to the 

development of deep learning methods as well as the accessibility of large datasets. 

Modern OCR performance has been attained by convolutional neural networks 

(CNNs) and recurrent neural networks (RNNs), which outperform conventional 

techniques. 

Figure 15: Optical character recognition process 
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8.1 Textract 

Textract is a cloud-based service offered by Amazon Web Services (AWS) that 

extracts text and data from documents using cutting-edge machine learning 

algorithms. In order to make it simpler to integrate and process huge amounts of 

textual data, it is designed to automate the process of document analysis and data 

extraction. 

Textract enables the output of structured data from scanned documents, PDF 

files, or text-containing images. It analyzes and extracts data from documents using a 

combination of methods, including optical character recognition (OCR), natural 

language processing (NLP), and computer vision. Invoices, contracts, financial 

statements, and medical records are just a few of the many document types it can 

handle. Morever, it offers an API that developers can use to incorporate the service 

into their workflows or applications. This enables seamless integration of Textract's 

features and opens the platform up to a variety of sectors and use cases, including 

document management, content extraction, and data mining. 

9. Cloud-Based Software Solution for Automated Document 

Classification: Modeling and Development 

This thesis presents the development and evaluation of a cloud-based software 

solution for document management, with a focus on automated document 

classification. 

To improve the effectiveness and organization of document storage and retrieval 

processes, the software based on technologies like Optical Character Recognition 

(OCR), language detection, and document classification methods. 

This research goal is to tackle the problems with manual document classification 

and offer users a scalable and practical solution. 

9.1 Methodology 

The software development process involved the implementation of key 

functionalities as shown in figure 20, including document upload, download and 

navigation. The core focus was on the document classification process, which 
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integrated OCR, language detection, and document classification techniques. OCR 

technology enables the extraction of machine-readable text from scanned or image-

based documents. Language detection helps identify the language in which a 

document is written, facilitating language-specific classification. Document 

classification techniques (zero shot, text classification), were employed to assign 

documents to predefined categories or classes. 

 

 

Figure 16: Web app general process. 

9.2 Classifier API:  Text Classification with Language Detection and OCR 

This section provides an overview of the API designed for text classification with 

language detection. The API allows users to upload a file, extract the text using 

OCR, detect the language of the text, and classify it into predefined categories. 
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Request: The request to the API endpoint should include the file to be uploaded. 

The supported file formats include PDF, images (JPEG, PNG), and text files (TXT). 

In this part, we present the sequence diagram that illustrates the flow of 

interactions within our text classification API. The sequence diagram provides a 

visual representation of the step-by-step process and the communication between 

various components involved in handling the API request. 

By examining the sequence diagram, we can gain a clear understanding of how 

different entities interact with one another and the order in which these interactions 

take place. The diagram showcases the flow of information and the specific APIs 

utilized during each stage of the text classification process, including OCR 

extraction, language detection, and classification. 

 

Figure 17: sequence diagram for classifier api 
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After the text classification process, we store both the text and the assigned 

label in a database to enhance our models in the future. By saving this information, 

we can leverage it for various purposes, such as model training, performance 

evaluation, and further analysis. 

10. Conclusion  

The information provided in this chapter cover various aspects of NLP, 

including Transformer-based models like BERT, RoBERTa, BART, and BERTopic, 

as well as training methods for text classification. These models, such as BERT and 

RoBERTa, capture contextual relationships and achieve state-of-the-art performance. 

BART excels in text generation tasks, while BERTopic combines pre-trained 

language models with clustering techniques for topic extraction. Our study explores 

training methods like text classification, zero-shot classification, and hybrid 

approaches. Additionally, language detection techniques utilize statistical analysis 

and machine learning to identify text languages and Optical Character Recognition 

(OCR) techniques enabling the extraction and interpretation of text from images and 

scanned documents, further expanding the scope of natural language processing 

applications.



 

 

 

  

Chapter III:  

Tests and evaluation 
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Chapter 3: Tests and Evaluation 

1. Introduction  

In this chapter, we will delve into the implementation of the method described in 

the previous chapter, providing a comprehensive examination of the entire process. 

Our discussion will encompass the environment utilized, libraries and APIs used, 

and an extensive demonstration of the implementation with detailed code examples. 

Additionally, we will present the classification results, conduct a comparative study 

with previous related works, and showcase the classification in action through a 

user-friendly interface in the simulation section. 

1.2 Hardware Resources 

Table 6: Hardware resources 

Task hardware usage 

Dataset 

preparation 

Intel Xeon 2.20 GHz 

CPU, 

32 GO RAM 

(kaggle) 

- Dataset creation 

- Preprocessing 

- Analytics 

Training 
NVIDIA T4 x2 GPU , 

16 GO VRAM(kaggle) 

- Training all models 

- Evaluate models 

ML Deploy 
2 vCPU- 16 GO RAM 

(HuggingFace) 
- models API 

App Deploy 
i7 8th 

 8 GO RAM 

- Classifier API 

- Cloud Manager API 

- Web App 

1.3 Software Resources 

This section will provide an overview of the software resources employed during 

the implementation, encompassing the programming language, frameworks, and 

libraries. 
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1.3.1 Programming Language and frameworks 

Here are the programming languages, frameworks and libraries that we have used. 

P
y

th
o
n

 

L
a

n
g

a
g

e Python is a high-level, general-purpose programming language known for its 

emphasis on code readability. The latest stable release, Python 3.9.5, introduces 

several new features and optimizations, incorporating 111 commits since version 

3.9.4. 

K
a

g
g

le
 A Google subsidiary, offers a web-based data science environment called Kaggle3. 

It enables users to discover and publish datasets, develop models, collaborate with 

fellow data scientists and machine learning engineers, and participate in data 

science competitions to tackle various challenges. 

N
u

m
p

y
 Numpy is a Python library designed for numerical analysis. It enhances the Python 

programming language by introducing capabilities for handling extensive, multi-

dimensional arrays and matrices. Additionally, Numpy offers an extensive 

collection of high-level mathematical functions that can be applied to manipulate 

these arrays efficiently. 

P
a

n
d

a
s Pandas is a Python library dedicated to data manipulation and analysis, with a focus 

on tables. It provides a wide range of functionalities and data structures specifically 

tailored for efficiently handling numerical tables and time series data. 

M
a

tp
lo

tl
ib

 

Matplotlib is a plotting library for the Python programming language and its 

numerical mathematics extension NumPy. 

P
y

T
o

rc
h

 

Is an open-source machine learning framework based on the Torch library, used for 

applications such as computer vision and natural language processing. 

S
ci

k
it

-l
ea

rn
 

Scikit-learn is a free software machine learning library for the Python programming 

language. It features various classification, regression and clustering algorithms 

including support-vector machines, random forests, gradient boosting, k-means and 

DBSCAN, and is designed to interoperate with the Python numerical and scientific 

libraries NumPy and SciPy. 

F
a

st
 A

P
I FastAPI is a modern web framework for creating RESTful APIs in Python. Due to 

its simplicity, speed, and robustness, it has rapidly gained popularity among 

developers since its initial release in 2018. To validate, serialize, and deserialize 

data, FastAPI uses Pydantic and type hints. Additionally, it automatically creates 

OpenAPI documentation for APIs created with it.  

E
x

p
re

ss
.j

s 

Express.js is a fast and minimalistic web application framework for Node.js. It 

simplifies the process of building web applications by providing a straightforward 

and flexible set of features for handling routing, middleware, and HTTP requests. 

Express.js is known for its simplicity, scalability, and extensive ecosystem of 

plugins and extensions, making it a popular choice for building web servers and 

APIs in the Node.js ecosystem. 
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M
a

n
g
o

 d
b

 MongoDB is a source-available cross-platform document-oriented database 

program. Classified as a NoSQL database program, MongoDB uses JSON-like 

documents with optional schemas. MongoDB is developed by MongoDB Inc. and 

licensed under the Server Side Public License (SSPL) which is deemed non-free by 

several distributions. MongoDB is a member of the MACH Alliance. 
T

ex
tr

a
ct

 

Textract is a service provided by Amazon Web Services (AWS) that enables 

automatic extraction of text and data from a variety of document formats. It uses 

machine learning algorithms to analyze documents such as PDFs, images, and 

scanned files, and extracts text, tables, and structured data from them. Textract 

makes it easier to process and extract information from large volumes of 

documents, saving time and effort in manual data entry and document processing 

tasks. 

T
ra

n
sf

o
rm

er
s 

Transformers is a comprehensive library that offers APIs and tools to simplify the 

process of downloading and training cutting-edge pretrained models. By utilizing 

pretrained models, you can significantly reduce computational expenses, 

environmental impact, as well as the time and resources required for training 

models from scratch.  

1.4 Implementation and Results 

1.4.1 Application  

1.4.1.1 Drive Storage Web App 

The web application is built using the Express.js framework. It includes features 

such as login, signup, and a dashboard where users can view their uploaded 

documents. The file detail page provides additional information about each 

document, along with a share button. Users can also upload new files and report 

misclassifications. The web app interacts with the other APIs to manage user 

authentication, document addition/modification, and configuration. 

 

Figure 18: Drive APP Dashboard 
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1.4.1.2 Data Manager API 

This API is developed using FastAPI and is responsible for managing all the data 

in the MongoDB database. It handles user authentication, allowing users to sign up 

and log in securely. It also provides functionalities to add and modify documents, 

along with other configuration settings required for the application's smooth 

operation. 

 

Figure 19: Data Manager API documentation 

1.4.1.3 Cloud Manager API 

The Cloud Manager API is responsible for pushing files to the cloud storage. 

Currently, it is configured to save files locally on the server. Although it is designed 

to integrate with AWS S3 for cloud storage, the integration has not been completed 

yet. The API handles file upload and storage-related operations, facilitating the 

seamless transfer of files between the web app and the cloud storage service. 

 

Figure 20: Cloud Manager API documentation 

1.4.1.4 Classifier API 

This API focuses on document classification using artificial intelligence 

techniques. It involves multiple steps to process the uploaded documents. Firstly, it 

utilizes OCR (Optical Character Recognition) to extract text from the documents. 
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For the OCR, in our implementation plan, we decided to utilize an open-source 

tool called Textract for text extraction. Initially, we considered AWS Textract 

because it provides not only text extraction but also the ability to extract tables, key-

value pairs, and detect signatures. This enriched context enhances the overall 

functionality of our application. 

Then, it performs language detection to determine the language of the extracted 

text. Finally, it employs a classifier, which utilizes the Zero-shot classification model 

based on BART, to classify the topic or category of the documents. This API is 

implemented using FastAPI and connects with the Zero-shot classification model, 

providing efficient document classification capabilities. 

Figure 21: Classifier API Documentation 

1.4.2 Evaluation Measures 

In this thesis, we employ one measure, namely the F1 score, to assess the 

performance and effectiveness of our proposed methods and models. These measures 

provide valuable insights into the precision, recall, and overall accuracy of our 

models, enabling us to evaluate their performance in a comprehensive and rigorous 

manner. 

1.4.2.1 F1 Score 

In the context of multi-class classification, the F1 score is a metric that extends 

the concept of the binary F1 score to evaluate the performance of a model across 

multiple classes. It considers precision, recall, and the harmonic mean of these 

metrics to provide an overall assessment 

- Precision in multi-class settings measures the proportion of correctly 

predicted instances for a particular class: 
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- Recall is the proportion of correctly predicted instances for a class out of all 

actual instances belonging to that class: 

        
                             

                                                                
 

- and for the f1-score: 

          
                        

                     
 

The F1 score combines precision and recall into a single metric for each class in 

multi-class classification. It is calculated separately for each class and then averaged 

to obtain an overall F1 score. There are two common methods: Macro-Averaged F1 

Score and Weighted-Averaged F1 Score. The macro approach treats each class 

equally by taking an unweighted average, while the weighted approach considers 

class imbalances by weighting the average based on the number of instances. 

Mathematically, the macro-averaged F1 score is calculated as: 

         
 ∑                      

    

  
 

And the weighted-averaged F1 score is calculated as: 

            
∑                                            

    

              
 

1.4.3 Text Classification Result 

We trained various transformer-based models, namely BERT, DistilBERT, 

RoBERTa, DistilRoBERTa, BART, and DistilBART. These models were trained on 

a combination of different datasets, including CNN news, AG news, and the 20 

Newsgroups dataset. The objective of training these models was to perform text 

classification tasks using the Hugging Face Trainer framework. 

In the first step of the training process, the data from different sources (CNN 

news, AG news, and the 20 Newsgroups dataset) is concatenated. This combined 

dataset is then subjected to preprocessing, which involves various text preprocessing 

techniques such as cleaning 

Following preprocessing, the combined dataset is passed through a model 

tokenizer. The tokenizer is specifically designed for the chosen model (e.g., BERT, 

DistilBERT, RoBERTa, etc.) and performs tokenization, converting the text into a 

series of tokens. The tokenizer also handles special tokens related to the model 
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architecture.As a result of the tokenizer, the data is transformed into three 

component: input_ids, token_type_ids, and attention_mask. These components 

provide essential input information for the subsequent training process. To set up the 

training process, . The learning rate is set to 2e-5, indicating the step size for 

updating the model parameters during training. Other training arguments include the 

number of training epochs (in all cases, set to 4), the limit for total model saves, the 

saving strategy (saving after each epoch), and the evaluation strategy (evaluating 

after each epoch). 

The table 9 provided showcases the results of training various models on a text 

classification task using CNN articles. The models evaluated include BERT, 

DistilBERT, RoBERTa, and BART, along with their respective f1 scores. 

Table 7: Comparison of model by average F1score in text classification 

 CNN Articles Company Documents 

BERT  0.956 1.000 

DistilBERT 0.963 1.000 

RoBERTa 0.959 1.000 

DistilRoBERTa 0.958 1.000 

BART 0.957 1.000 

DistilBART 0.958 1.000 

1.4.3.1 CNN Articles Discussion  

The evaluation results presented in the table showcase the performance of various 

models on two distinct tasks: CNN Articles and Company Documents. in the 

following discussion, we will delve into the evaluation results, examining the 

performance of the BERT, DistilBERT, RoBERTa, DistilRoBERTa, BART, and 

DistilBART models on both the CNN Articles and Company Documents on text 

classification task .The evaluation of the CNN Articles dataset revealed some 

noteworthy findings despite certain limitations.  

As discussed in Chapter 2, the dataset isn't equilibrated, which may have 

introduced biases in the evaluation process. However, despite this limitation, the 

models achieved impressive results in terms of classification performance. All 

models used in the training was base models of the original models, with the 

exception of BART, which was trained on a larger model. the DistilBERT, a distilled 

version of BERT, achieved the highest F1-score of 0.963. It is important to note that 

all models were trained for four epochs.the results show that the approximate BERT 

model performed the poorest, achieving an F1-score of 0.956. On the other hand, 
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RoBERTa achieved an F1-score of 0.959, while BART achieved an F1-score of 

0.957. With regards to the training arguments, all models, except BART, had the 

same configuration. A learning rate of 2e-5 was used for all models, along with a 

batch size of 32, for both training and evaluation phases. However, due to the 

resource limitations and the need for more than 16 GB of VRAM, BART had a batch 

size of 8 during training.  

 

Figure 22:  training arguments (BERT,RoBERTa,DistilBERT,DistilRoBERTa,DistilBART) 

Regarding the training time, there were significant differences observed among 

the models. The distilled versions demonstrated efficiency in terms of training time. 

DistilBERT, trained on 32,000 samples, took approximately 25 minutes for four 

epochs. Similarly, DistilRoBERTa required around 30 minutes for the same training 

duration. However, DistilBART, , took approximately 1 hour and 30 minutes for 

four epochs. In contrast, both BERT and RoBERTa models took approximately 1 

hour for four epochs. The large BART model, due to its size and complexity, took 

approximately 4 hours for the same training data. 

On BERT, RoBERTa, DistilBERT, DistilRoBERTa, and DistilBART models, a 

maximum sequence length of 512 tokens was used during training and evaluation. 

This choice of maximum length allows the models to process longer text inputs 

without truncation. However, for BART, a maximum sequence length of 256 tokens 

was employed. 
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Figure 23: Tokenize function for the sentence with 256 max lengths 

The decision to use a shorter maximum length of 256 tokens for BART was 

driven by practical considerations. BART has larger size and architecture, requiring 

more memory and computational resources to process longer sequences efficiently. 

Setting a shorter maximum length made the training and evaluation process for 

BART more manageable in terms of memory usage and computational demand. 

Although this shorter length may result in some information loss compared to other 

models, it was a necessary trade-off for successful execution. Future research could 

focus on optimizing BART's performance with longer sequences while considering 

resource limitations. To enhance the models' performance further, future research 

should focus on addressing the dataset biases resulting from class imbalance. 

Strategies such as oversampling or under sampling techniques can be explored to 

mitigate the impact of imbalanced classes and improve overall classification 

accuracy. Additionally, optimization techniques, such as model compression or 

parameter tuning, should be investigated to reduce training times and computational 

resources without sacrificing performance. 

In conclusion, this analysis emphasizes the performance and efficiency of both 

encoder and encoder-decoder models on the CNN Articles dataset. By understanding 

the trade-offs between different model architectures and exploring strategies to 

address dataset biases and optimize training times, researchers can enhance the 

models' performance and broaden their applicability in text classification tasks. 

1.4.3.2 Company Documents Discussion  

The results obtained on the company documents dataset showed a perfect score 

of 1.000 for all models. However, this high score indicates overfitting due to the 

nature of the documents in the dataset. The company documents, share a similar 
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template and content structure. The only variations typically involve changes in 

values such as product quantity, product list, total, and clients, while maintaining the 

same context. 

 

Figure 24: DistilBERT evaluation on Company Documents dataset (classification report)  

 This similarity in structure and content poses a challenge for the models, as they 

may have learned to recognize the specific patterns and templates within the 

documents rather than truly understanding and classifying the different types of 

documents. As a result, the models may have become overly specialized in 

identifying the template rather than accurately categorizing the documents based on 

their actual content or purpose. 

1.4.4 Zero Shot Classification Result 

In this part, we will talk about the model we trained for the zero-shot 

classification task. We actually trained two cool models based on transformers: 

BART and DistilBART. But here's the thing, we only trained these models on CNN 

news classification. Unfortunately, we couldn't train them on the whole collection 

due to performance constraints. 

In the initial stage, the dataset undergoes a preprocessing phase to cleanse the 

text data. The data preparation process involves the creation of a new dataset by 

associating the original text with its corresponding label. To illustrate this, consider a 

scenario where we have a text sample denoted as X, which pertains specifically to 

sports . Initially, the dataset contains a single entry consisting of X labeled as 'sports'. 

However, to ensure a comprehensive representation of the data, we introduce four 

additional rows into the dataset. Each row corresponds to the original text X, but 

with a different label assigned to it. Consequently, the updated dataset comprises the 

following entries: 
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Figure 25: Preparing data for zero shot fine tuning  

In this context, the matching value serves as an indicator of the extent of 

similarity or association between the original text (X) and its corresponding label. In 

the provided example, since X specifically pertains to sports, it receives a matching 

value of 2 for the 'sports' label, signifying a strong connection. Conversely, the other 

labels, such as politics, tech, and science are assigned a matching value of 0, 

indicating a lack of direct correlation with the text. 

Subsequently, the preprocessed dataset is passed through a tokenizer, which is a 

crucial component for transforming the text data. The tokenizer facilitates the 

conversion of the textual content into a series of tokens. This tokenization process is 

akin to the techniques employed in conventional text classification tasks. by 

employing these steps, the text data is prepared and transformed, ultimately enabling 

subsequent analysis and classification using established text classification methods. 

Table 8: Comparison of model by average F1score in zero shot classification 

 CNN Articles Company Documents 

DistilBART 0.936 - 

BART 0.949 1.000 

1.4.4.1 CNN Articles Discussion 

DistilBART achieved an accuracy score of 0.936, while BART outperformed it 

slightly with an accuracy score of 0.949 in the zero-shot classification task on the 

CNN Articles dataset. These results demonstrate the promising performance of both 

BART and DistilBART in effectively understanding and categorizing the content of 

articles within this specific dataset. It is important to note that the evaluation solely 

pertains to the CNN Articles dataset and does not encompass their performance on 

other datasets or tasks. 
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The high accuracy scores achieved by both models indicate their proficiency in 

classifying articles based on their context. 

Considering the limitations of the evaluation, which only focused on the CNN 

Articles dataset, future research should encompass a broader range of datasets and 

tasks to comprehensively evaluate the performance and versatility of BART and 

DistilBART in article classification. These findings provide an encouraging basis for 

the utilization of these models in real-world applications that involve zero-shot 

classification of articles. 

To test the performance of our zero-shot model trained on a specific dataset, we 

conducted an evaluation using the BBC dataset, which consists of four distinct 

labels: entertainment, sport, tech, and business. The results of the evaluation yielded 

an impressive accuracy score of 0.83 , the subsequent figure presents the 

classification report of the evaluation, providing further insights into the 

performance of the model 

 

Figure 26: classification report of BBC evaluation in BART zero shot classification 

―The figure illustrates the classification report of the evaluation conducted on the BBC 

dataset using BART zero-shot classification. It showcases detailed metrics and statistics that provide a 

comprehensive overview of the model's performance.‖ 

In this section we examine the evaluation of our dataset using a zero-shot 

classification model. Specifically, we focus on company documents such as Shipping 

Orders, Invoices, and Purchase Orders, achieving an accuracy score of 0.40. The 

subsequent figure illustrates the classification report, highlighting the performance of 

the model. 
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Figure 27: classification report of Company Documents evaluation in BERT zero shot 

classification  

As part of the preprocessing steps, we have incorporated a new procedure to enhance the 

representation of numerical values. This involves replacing all numbers with specific tags, 

such as [float] or [int]. Additionally, we have augmented the results by adding a small 

increment of 10% of f1 score. The outcome of this process is presented in the following 

figure. 

 

Figure 28: classification report of Company Documents evaluation in BERT zero shot 

classification after replace number by tags 

1.4.4.2 Company documents dataset discussion  

The fine-tuning of the BART large model on company documents dataset yielded 

exceptional results, with a perfect F1 score, accuracy, precision, and recall. 

However, a careful analysis reveals that the model is likely overfitting due to the 

dataset's unique nature. The dataset primarily consists of table-based documents, 

such as invoices, purchase orders, shipping orders, and inventory reports. 

Consequently, the model becomes proficient at memorizing specific template 

patterns rather than comprehending the underlying contextual information. While 

this enables accurate classification of documents with familiar templates, the model's 

performance is expected to degrade when faced with unseen or modified document 

structures 
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Figure 29: BART zero shot on Company Documents dataset classification report 

1.4.5 Hybrid Architecture Combining BERTopic and Classifier 

In this section, we present the implementation details of our proposed hybrid 

architecture, which combines the power of BERTopic for topic modeling and a 

classical classifier for text classification. The goal of this architecture is to leverage 

the strengths of both approaches to improve the overall performance of the system. 

We describe the training process, including data collection, BERTopic fitting, text 

prediction, and classifier training. Finally, we evaluate the architecture on a test set 

to assess its effectiveness. Next, we will present the training process. 

1.4.5.1 Data Collection 

For our training process, we collected a diverse dataset consisting of CNN 

articles, AG news, and 20 group news. This combination of different sources ensures 

a wide range of topics and improves the generalization capabilities of our hybrid 

architecture. 

1.4.5.2 BERTopic Fitting 

To perform topic modeling, we utilized the BERTopic algorithm on the collected 

dataset. BERTopic is a powerful technique that leverages the contextual embeddings 

of BERT (Bidirectional Encoder Representations from Transformers) to cluster 

similar documents into topics. After fitting the BERTopic model on the dataset, we 

obtained 542 topics. 

1.4.5.3 Text Prediction 

Once the BERTopic model was trained, we used it to predict the topic of each 

CNN article. By leveraging the previously learned topics, we aimed to capture 

the underlying themes and assign relevant labels to the CNN articles. These 

predicted topics would later serve as input for our classifier. 
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1.4.5.3.1 None Topic Issue 

During the text prediction step using BERTopic, we encountered a significant 

number of documents (13692 out of 37871) that were assigned to the None topic (-

1). This None topic indicates that these documents could not be confidently assigned 

to any specific topic based on the available information. The presence of a large 

number of documents in the None topic negatively affected the training process and 

resulted in poor performance when using all the classifiers. 

1.4.5.3.2 Solution: Removing None Topic from Training Set 

To address the impact of the None topic on training, we made the decision to 

remove all the documents assigned to the None topic from the training set. By 

excluding these documents, we aimed to improve the quality and reliability of the 

training data. This allowed the classifier to focus on the documents that were 

confidently assigned to specific topics, potentially leading to better classification 

performance. 

1.4.5.4 Train and Test Set Creation 

After predicting the topics for the CNN articles using BERTopic, we split the 

dataset into train and test sets. The train set was used for training the classical 

classifier, while the test set served as an independent evaluation set to measure the 

performance of our hybrid architecture. 

1.4.5.5 Classifier Training 

In our hybrid architecture, we experimented with popular text classification 

algorithms: Naive Bayes (NB), Decision Trees (DT), and XGBoost. These 

algorithms have shown promise in various natural language processing tasks. We 

utilized BERTopic's predicted topics and the actual labels of CNN articles for 

training the classifiers. Evaluating their performance, we found XGBoost to be the 

most accurate and effective. XGBoost, a powerful gradient boosting algorithm, 

excels at handling complex classification problems. By combining BERTopic and 

XGBoost, our architecture achieves superior performance, accurately assigning 

labels and capturing underlying topics. In the next section, we will conduct a 

comprehensive evaluation and discuss the significance of using XGBoost as our 

chosen classifier. 
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In the following table, we present the evaluation and testing results. 

Table 9: Comparison of architecture and methods by average F1score in the hybrid 

architecture for text classification 

 CNN Articles Company Documents 

BERTopic + XGboost(None 

problem) 

0.463 0.000 

BERTopic + XGboost  0.907 - 

 

1.4.5.6 CNN Articles results discussion 

Our evaluation of the hybrid architecture on the CNN Articles dataset 

demonstrated promising results, with an accuracy of 0.907. This indicates that the 

combination of BERTopic for topic modeling and XGBoost as a classifier has 

effectively captured the underlying themes and accurately classified the articles. The 

success of this architecture can be attributed to the strengths of each component, with 

BERTopic providing powerful topic modeling capabilities and XGBoost delivering 

robust classification performance. 

 

Figure 30: Classification report of BERTopic + classifier on cnn dataset 

1.4.5.7. Improved Training Results 

After removing the None topic from the training set and training the classifiers 

only on the selected topics, we observed a significant improvement in the training 

results. The accuracy of the hybrid architecture increased from 0.467 to 0.907, 

indicating a substantial enhancement in the classification performance. 

1.4.5.8. Company Documents Discussion  

The evaluation of our architecture on the company documents dataset revealed 

suboptimal performance, with an F1 score of 0.000. This poor result can be 

attributed to the limitations of BERTopic in accurately detecting the document 
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topics. Since the company documents primarily consisted of templates without 

textual content representing the context As depicted in the following figure, , leading 

to the failure of subsequent classification. 

 

Figure 31: Sample of invoice from Company Documents dataset 

Despite the potential benefits of combining BERTopic and XGBoost for 

document classification, our study highlights the limitations of this hybrid 

architecture in certain contexts. Specifically, when dealing with template-based 

company documents lacking meaningful textual content, BERTopic fails to 

accurately identify topics, thereby compromising the performance of the subsequent 

classification step. Future research should focus on developing alternative 

approaches or modifications to BERTopic that can handle such challenges 

effectively. 

1.5 Conclusion 

In general, the study showcased the effectiveness of transformer-based models in 

text classification tasks. These models, such as BERT, DistilBERT, RoBERTa, 

DistilRoBERTa, BART, and DistilBART, have proven their capability to capture 

contextual information and semantic relationships in text, resulting in accurate 

classification results. 

The distilled versions of these models (DistilBERT, DistilRoBERTa, 

DistilBART) offer a practical advantage by maintaining competitive performance 

while being more computationally efficient, making them suitable for resource-

constrained environments. 
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Furthermore, the study highlighted the potential of zero-shot classification, where 

the models can classify text in categories that were not part of the training data, 

showcasing their ability to generalize and understand the underlying semantics. 

Additionally, the hybrid method combining multiple models demonstrated 

improved performance, emphasizing the benefits of leveraging the strengths of 

different models to enhance classification accuracy.  

Overall, the findings of this study provide valuable insights into the strengths and 

weaknesses of different transformer-based models, enabling practitioners to make 

informed decisions based on their specific requirements in terms of computational 

resources, performance, and generalization capabilities. 



 

 

 

  

General Conclusion 



  General conclusion 

60 
 

General conclusion 

1. Conclusion 

This thesis presents a cloud-based software solution for automated document 

classification, utilizing OCR, language detection, and document classification 

techniques. The integration of these technologies improves document storage and 

retrieval processes. Evaluation results show impressive performance of transformer-

based models, such as DistilBERT, in classifying documents. Zero-shot learning also 

demonstrates potential for handling unseen classes. Challenges like label selection 

and dataset characteristics were addressed, highlighting the need for further research. 

Overall, the software solution offers a practical and scalable approach to document 

management. 

We can say at this stage that the objectives set at the beginning of this study have 

been achieved. 

2. Perspectives 

In order to improve our work, several perspectives can be identified for 

future exploration in document processing. The challenge of processing long 

documents suggests the need for specialized representations or recurrent 

architectures to maintain context and extract information effectively. Comparisons 

between encoder, encoder-decoder, can help determine the most suitable approach. 

Extracting data from documents, such as page descriptions or figures, can enhance 

understanding. Developing models for multi-document processing, like batch 

processing, offers efficiency and advanced analysis. These perspectives pave the way 

for further research and advancements in document processing, benefiting document 

management and information retrieval systems.
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1. The CNN News Articles 2011-2022  

The dataset used in this study contains CNN News articles
1
 from 2011 to 2022 

after basic cleaning. The dataset was downloaded from Kaggle and split into a train 

with 32,218 examples and a test with 5,686 examples. The data includes the label 

and text of the articles. 

CNN news can be utilized for some natural language processing tasks such as 

text classification, text summarization, named entity recognition, and more. 

The dataset we are working with contains news articles labeled with seven 

different categories: business, entertainment, health, news, politics, sport, and an 

additional label. However, for our project, we will only be working with the first six 

labels (business, entertainment, health, news, politics, and sport), as the additional 

label is not relevant to our research objectives. 

Figure 32: A graph representation of the different categories present in the ―The CNN News 

Articles‖ dataset with the according number of articles. 

To investigate the characteristics of the dataset, an analysis was conducted to 

identify the most frequent words for each label, while removing stop words. The 

results of this analysis revealed the top words for each label after the stop words 

were eliminated. 

The label "sport" was found to be dominated by the occurrence of "world", 

"best", and "first", while the label "news" was primarily characterized by the 

frequent use of "said", followed by "people" and "police". In the domain of 

                                                 
1
 https://huggingface.co/datasets/AyoubChLin/CNN_News_Articles_2011-2022 
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"politics", the words "Trump", "President", and "Biden" were observed to be 

prevalent. The label "business" was characterized by the frequent appearance of 

"company" and "CNN", while "health" was found to be marked by the prominence 

of "covid19" and "health". Finally, the label "entertainment" exhibited the usage of 

words such as "lost", "died", "show", and "film". 

The average word count of the articles was determined to be 551, with a 

minimum word count of 11 and a maximum word count of 10,647.  

Moreover, the analysis revealed that a considerable proportion of texts in the 

dataset comprised over 500 words. Specifically, out of the total dataset of 32,000, 

12,240 texts were found to contain more than 500 words.  

2. The AG News dataset  

The AG News dataset
2
 is a large collection of over one million news articles, 

compiled from more than 2000 news sources by the academic search engine 

ComeToMyHead over a period of one year starting in July 2004. It has been made 

publicly available by the academic community for research purposes, and is a 

valuable resource for investigating a range of topics in areas such as data mining, 

information retrieval, XML, data compression, and data streaming. Among its many 

potential applications, the AG News dataset can be used to explore questions related 

to clustering, classification, ranking, and search.  

One subdataset of the AG corpus is the AG News (AG's News Corpus), which 

consists of titles and descriptions from the four largest classes in AG's corpus: 

"World", "Sports", "Business", and "Sci/Tech". This subset contains 120 000 training 

samples and 7 600 test samples per class and can be used to study the transformation 

of the larger dataset [30].  The AG's news topic classification dataset was created by 

Xiang Zhang, utilizing the aforementioned dataset. This corpus has been employed 

as a benchmark for text classification in a scholarly publication authored by Zhang et 

al. (2015).  

                                                 
2
 http://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html 
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.  

Figure 33: A graph representation of the different categories present in the ―Ag news‖ 

dataset with the according number of articles. 

After conducting an analysis on the dataset, we found the most frequent words 

for each label. For the label "Business," the most common words are "company," 

"prices," and "oil," while for the "Sci/Tech" label, "space," "microsoft," and 

"software" are dominant. In the "Sports" label, "team," "first," and "cup" are the most 

frequent words, and for "World," "government," "iraq," and "president" are the top 

words. 

In addition, we analyzed the word count of the dataset and found that the average 

word count is 25.89, with a minimum word count of 9 and a maximum word count 

of 102. This information can be helpful in understanding the complexity and length 

of the AG news dataset. 

Furthermore, our analysis revealed that 765 texts out of the total dataset contain 

more than 50 words. Compared to CNN news articles, the AG news dataset is 

characterized by predominantly shorter text lengths. 

3. The 20 newsgroups dataset 

The 20 newsgroups dataset
3
 comprises around 17000 newsgroups posts on 20 

topics split into two subsets: one for training (or development) and the other for 

testing (or performance evaluation). The split between the train and test sets is based 

on messages posted before and after a specific date. 

The dataset structure consists of the text of the newsgroup post, the 

corresponding newsgroup forum where the message was posted (label), and a unique 

                                                 
3
 https://scikit-learn.org/0.19/datasets/twenty_newsgroups.html#the-20-newsgroups-text-

dataset 



  Appendix A: Dataset Description 

v 
 

data sample ID for each sample. The data is split into a training and test set, with 

samples partitioned based on whether their message was posted before or after a 

specific date to reduce bias and test generalizability across time. The fixed data is 

organized into 20 newsgroup topics plus the "None" class, with some topics closely 

related to each other (e.g., comp.sys.ibm.pc.hardware / comp.sys.mac.hardware) and 

others highly unrelated (e.g., misc.forsale / soc.religion.christian). 

 

Figure 34: Recurrence of Text Lengths from 23 to 200 

The dataset in question has undergone a transformation where the original labels 

have been regrouped and made more general. This was done in order to create 

broader categories that encompass a variety of related topics, while also simplifying 

the labeling process. 

- Tech/Science: which includes discussions related to technology and science. 

This category covers a wide range of topics, including ―Comp.graphics‖, 

―Comp.os.ms-windows.misc‖, ―Comp.sys.ibm.pc.hardware‖  and 

―Comp.sys.mac.hardware‖, ―Comp.windows.x‖ , ―Sci.crypt‖ 

,‖Sci.electronics‖. 

- Politics:   which encompasses political discussions and debates. Under this 

label, there are subcategories for discussions about gun control and the 

Second Amendment, the politics and conflicts of the Middle East, and other 

miscellaneous politics-related topics that don't fit into any specific category. 

- Auto: is another new label that includes topics related to automobiles and 

motorcycles. 

- Business: encompasses topics related to commerce and sales. 
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- Sports: covers discussions related to sports and athletic events, with 

subcategories for baseball and ice hockey. 

This transformation of the dataset labels makes it easier to navigate and 

understand the various topics being discussed, while also providing broader 

categories that can encompass a wider range of related discussions. 

4. BBC news 

This dataset was used for testing the zero-shot model, BBC News is a public 

dataset from the BBC comprised of 2225 articles, each labeled under one of 5 

categories: business, entertainment, politics, sport or tech. The dataset is broken into 

1225 records for training and 1000 for testing. 

5. Company Documents dataset 

The dataset used for company document classification is a collection of 

documents obtained from the Northwind database. The dataset comprises documents 

belonging to four distinct categories: invoices, purchase orders, shipping orders, and 

stock reports. The objective of this dataset is to facilitate the development and 

evaluation of classification models that can accurately categorize company 

documents based on their context.  

Description of the Dataset 

The dataset encompasses a total of 2,676 company documents, all in PDF format. 

These documents have been categorized into four labels: shipping orders, invoices, 

purchase orders, and stock reports. The label distribution within the dataset is as 

follows: shipping orders (809 documents), invoices (830 documents), purchase 

orders (830 documents), and stock reports (207 documents). 

In this following table we can find the word count statistics 

Table 10: Word Count Statistics by Label Category 

Label Category Maximum Word Count Minimum Word Count 

Shipping Order 150 77 

Invoice 216 49 

Purchase Order 171 25 

Stock Report 472 23 

The table above provides an overview of the word count statistics for each label 

category. The "Maximum Word Count" column represents the highest number of 

words found in a document within each category, while the "Minimum Word Count" 

column displays the lowest number of words observed. These statistics offer insights 
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into the range of document lengths present in the dataset, allowing for a better 

understanding of the data. 

 

Figure 35: Recurrence of Text Lengths from 23 to 200 

The label distribution demonstrates a relatively balanced distribution of 

documents across the different categories, with invoices, purchase orders, and 

shipping orders having a similar number of occurrences, while stock reports are less 

frequent. The word count analysis reveals variations in document lengths within each 

category, indicating differences in document sizes. Notably, the stock reports exhibit 

the highest maximum word count, while purchase orders have the lowest minimum 

word count. 

These statistical insights into the dataset serve as a foundation for further 

exploration and analysis in the domain of company document classification. 
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