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Abstract

In recent years, researchers have focused on developing and training visual question gen-
eration models that based on deep neural networks. these models have a wide range of
applications in various domains, However, there have been no specialized works conducted
on visual question generation in the Arabic language.

Our work aims to automate the process of generating Arabic educational questions
from visual content. We propose a visual Arabic question generation multi-modal, which
integrates two distinct models. The first model is a fine-tuned Arabic image captioning
model, obtained by fine-tuning the Google Vision transformer and AraBert transformer
using a new collected dataset. The second model is an Arabic natural question generation
fine-tuned model.

Our proposed multi-model has been evaluated using the Transparent Human bench-
mark protocol, and the results demonstrate its ability to generate relevant captions. 51%
of the captions received a rating between 2 to 4 out of 5 on the scale, indicating their
relevance. Additionally, the model produced relevant questions based on these captions,
achieving an average rating of 3.33 out of 5 in term of relevance.

Keywords: Visual question generation, Arabic image captioning, Transformers, Vision
transformer, deep learning.





Résumé

Au cours des dernières années, les chercheurs se sont concentrés sur le développement
et l’entraînement de modèles de génération de questions visuelles basés sur des réseaux
neuronaux profonds. Ces modèles ont un large éventail d’applications dans différents do-
maines. Cependant, il n’y a eu aucune étude spécialisée sur la génération de questions
visuelles en langue arabe.

Notre travail vise à automatiser le processus de génération de questions éducatives en
arabe à partir de contenu visuel. Nous proposons un modèle multi-modal de génération
de questions visuelles en arabe, qui intègre deux modèles distincts. Le premier modèle est
un modèle de légende d’image arabe affiné, obtenu en affinant Google Vision transformer
et AraBert transformer à l’aide d’un nouvel dataset collectées. Le deuxième modèle est
un modèle affiné de génération de questions naturelles en arabe.

Notre modèle multi-modal proposé a été évalué en utilisant le protocole Transparent
Human Benchmark, et les résultats démontrent sa capacité à générer des descriptions
pertinentes. 51% des descriptions ont reçu une note entre 2 et 4 sur une échelle de 5, ce
qui indique leur pertinence. De plus, le modèle a produit des questions pertinentes ba-
sées sur ces descriptions, obtenant une note moyenne de 3,33 sur 5 en termes de pertinence.

Keywords : Visual question generation, Arabic image captioning, Transformers, Vision
transformer, deep learning.
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General Introduction

Questions play a crucial role in various aspects of human life, including interpersonal

communication, human-computer interaction, and education. They serve as a means for

individuals to explore, and satisfy their curiosity. In educational contexts, students ask to

understand and acquire new knowledge, while teachers use questions to assess their stu-

dents’ comprehension. Furthermore, questions facilitate information exchange and foster

critical thinking.

With technological advancements and the increasing utilization of AI applications, we

can ask : Can the process of generating questions be automated using AI, particularly in

the context of visual content ?

Exploring this question reveals that visual question generation has found practical ap-

plications in various domains, such as education, specifically in the context of E-learning.

And in data augmentation for example, where visual question generation can be utilized

to augment the training data for Visual Question Answering (VAQA) systems. Additio-

nally, in the field of medical diagnostics, generating questions for medical images can assist

in identifying health issues. Furthermore, in the domain of customer services, generating

questions related to products can aid in identifying customer needs and preferences. These

diverse applications highlight the versatility and potential impact of visual question ge-

neration across different domains.

In this work, we are interested in the generation of visual arabic questions in the

domain of education, This particular task presents a significant challenge due to the in-

1



GENERAL INTRODUCTION

tegration of vision and language and the scarcity of data available in this specific field.

Motivation

Teachers typically aim to generate questions that assess students’ observational skills

in visual content, as well as evaluate their knowledge and expressive abilities. This serves

as our main motivation to develop a system that aids in formulating relevant questions

for given visual content.

Objectives

The main objective of this contribution is to develop an integrated multi-modal system

that combines two models to serve two tasks : image captioning and question generation.

This system aims to take visual content from the user and gives a generated question as

the final output.

Our proposed approach involves the recognition of objects and their relationships in

images and then represents a sequential sentence describing the identified objects, at-

tributes, and relations in a declarative form. And this sentence is then transformed into

an interrogative form.

The objectives of this work are as follows :

- Explore question generation approaches in the field of natural language processing

(NLP) and deep learning.

- Explore Arabic image captioning approaches in deep learning.

- Collect and create an arabic image captioning dataset through crowd-sourcing.

- Develop an Arabic image captioning model and integrate it with the existing question

generation model.

- Evaluate the performance of the image captioning and question generation models

using automatic evaluation metrics, and conduct human evaluation by involving human

experts.

Thesis structure

The structure of this thesis is organized into three chapters as follows :

- Chapter 1 : we provide a comprehensive background in visual question generation, Arabic

image captioning, and Arabic question generation, along with an overview of the related

2



GENERAL INTRODUCTION

works in the field.

- Chapter 2 : in the second chapter, we present a deep learning multi-modal model that

addresses the problematic of visual question generation.

- Chapter 3 : we delve into the experimental details and present the obtained results in

the third chapter. Subsequently, we discuss these results.

3



Chapitre 1

Background

1.1 Introduction

This chapter provides an introduction to Visual Arabic Question Generation (VAQG),

covering the background of VAQG, Arabic Natural Language Processing (ANLP), and

the difficulties of integrating NLP with Computer Vision. It also includes a review of

existing works in Arabic Visual Question Generation and related fields. The objective is

to establish a foundation of knowledge and highlight the significance of VAQG within the

broader academic landscape.

1.2 Overview

In recent years, there has been a notable increase in AI research focused on merging the

fields of Natural Language Processing (NLP) and Computer Vision (CV). This integration

has resulted in the emergence of various AI applications, such as Image Captioning [1] [2]

[3] [4] [5] [6] [7], Visual Question Answering [8] [9] [10] [11] [12] [13] [14] [15] [16] , Visual

Question Generation [17] [18] [19], and Visual Dialog [20] [21].

However, it is important to acknowledge that these advancements primarily revolve

around the English language, while the Arabic language appears to have been largely

overlooked [22] [23] [24] [25] [26] [27] [28].

Unfortunately, the Arabic language lacks significant contributions in this field, with

4



CHAPITRE 1. BACKGROUND

only limited available works. The following section will discuss these works in more detail.

1.2.1 Visual question generation

Visual question generation (VQG) is a process that involves automatically producing ac-

curate and sensible questions about images, ensuring they are grammatically and logically

correct [29]. The pipeline of VQG involves several stages, including image preprocessing,

visual feature extraction, caption generation, and finally question generation.

Extensive research has employed numerous models, as documented in the available

literature. These models possess the capability to generate both single and multiple ques-

tions in the VQG context.

VQG has the capability to handle input in diverse representations, including the uti-

lization of only the image, the image with its corresponding caption, or the integration of

the image with an associated caption and answer. The nature of the generated questions

can be different, and they are often categorized as Totally Grounded, which is based only

on the information presented in a given input, Commonsense-Based, which is beyond the

information presented in the input and require some level of commonsense reasoning, or

Knowledge-Based Questions, which relies on the model’s pre-existing knowledge beyond

the given input [30].

When contemplating the VQG task, it is natural to draw connections to related tasks

such as Image Captioning and Automatic Question Generation. Additionally, challenges

specific to Arabic NLP and the integration of Natural Language Processing (NLP) with

Computer Vision (CV) introduce inherent difficulties that need to be addressed in order

to achieve successful outcomes in VQG.

1.2.2 Arabic image captioning

Image captioning (IC) is a task where a model uses a sentence to describe an image, hel-

ping to provide a comprehensive understanding of visual information. Similar to the Visual

Question Generation (VQG) task, IC involves taking an image as input and generating

a natural language description rather than a question. This presents a challenging pro-

blem with wide-ranging applications in various research domains, particularly in human

5



CHAPITRE 1. BACKGROUND

interaction.

When it comes to Arabic Image Captioning (AIC), challenges arise compared to captio-

ning in English. The main challenge stems from the scarcity of publicly available datasets,

which limits the availability of annotated image-caption pairs specifically for the Arabic

language. Consequently, the development and evaluation of Arabic image captioning mo-

dels face significant obstacles due to the limited resources for training and benchmarking.

1.2.3 Question generation

Question Generation (QG) is an important task in Natural Language Processing (NLP).

It involves generating relevant questions from various textual inputs, optionally providing

an answer. A few works have been made to tackle this issue in the Arabic language [30],

which are reviewed in Subsection 1.6.1.

QG task has received increasing interest in recent years from both industrial and

academic communities [31].

Questions serve a crucial role in the educational assessment process and contribute to

enhancing learning outcomes across different age groups [30].

However, the preparation of question exams presents challenges and consumes a consi-

derable amount of time. It necessitates a deep understanding of the topic and the ability

to construct well-crafted questions, which becomes increasingly arduous as the size of the

text grows. This underscores the importance of AI assistants in alleviating these difficul-

ties.

A published paper [32] highlights that the majority of question generation and assess-

ment systems primarily focus on automating the education system by generating questions

from textual documents. However, a limited number of works exist in the literature that

specifically generates questions from visual content to assess learners. Unfortunately, when

considering the Arabic language, such works are non-existent, further emphasizing the gap

in this area of research.

6
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1.2.4 Arabic NLP difficulties

Arabic natural language processing (ANLP) consists of developing techniques and tools

that can utilize and analyze the Arabic language in both written and spoken contexts [33].

ANLP offers a comprehensive suite of invaluable and user-friendly tools [34], that

can benefit over 400 million Arabic-speaking individuals 1 and others who do not speak

Arabic, while also facilitating diverse applications across various domains.

Arabic, unlike other languages, presents numerous challenges in the field of Natural

Language Processing (NLP) due to its unique linguistic characteristics :

1. Arabic orthography exhibits variations in letter shapes based on their position

within a word, For example, the letter " ZA
	
¯" can be written as " 	

¬", " �
	
¯" and " �

	
® �

". Additionally, the presence of diacritics adds further complexity, as they can alter the

meaning of a word [34].

2. In Arabic, the construction of words diverges from English, where morphemes (mini-

mal units with meaning) are combined. Instead, Arabic words are formed using a distinct

approach. They comprise a consonantal root, like "�PX" denoting the concept of "stu-

dying," and vocalism, which represents a grammatical form. This nonconcatenative mor-

phology observed in Arabic presents a challenge to the structuralist theory of the mor-

pheme. According to this theory, a morpheme is defined as a minimal unit with meaning,

without any internal boundaries [35]. This made the possibility of a single word can func-

tion as an entire sentence as illustrated in Figure 1.1. Consequently, processing the Arabic

language becomes more challenging due to these characteristics.

This challenge significantly impacts the performance of Arabic Image Captioning

(AIC) and Question Generation (QG) models when compared to English, resulting in
1Arabic speaking countries, Accessed on June 17, 2023, https://shorturl.at/wDEHJ
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noticeable differences in their results. Nevertheless, a partial solution to this problem by

using the segmentation of words and extraction of root words.

Figure 1.1: Words that represent the morphological complexity in Arabic and how they translate
to English2

3. Syntax in Arabic is intricate, as sentences can begin with either a verb or a noun,

allowing for flexible word order patterns. This poses a significant challenge for computer

analysis of Arabic sentences, as it requires handling the complex structure and varied word

order. Analyzing Arabic sentences accurately is a demanding task from a computational

perspective [34].

From a computational standpoint, the aforementioned characteristics of Arabic, inclu-

ding its orthographic variations, diacritics, nonconcatenative morphology, and intricate

syntax, collectively present a formidable challenge in accurately analyzing Arabic sen-

tences.
2Arabic words, Accessed on June 16, 2023, https://https://arabicwords0.com

8
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1.2.5 Challenges in Combining Natural Language Processing and

Computer Vision

Computer Vision and Natural Language Processing are distinct domains within the field

of AI, each focused on facilitating machine comprehension and generation of visual and

natural language content, respectively. The convergence of these two disciplines holds

significant potential for resolving enduring challenges across various fields, including but

not limited to image captioning, visual question answering, face recognition, and speech

synthesis.

The interdisciplinary approach of CV_NLP holds great potential as it addresses the

increasing prevalence of multimedia files. Nowadays, many files contain a combination of

natural language texts, images, or videos for reference purposes [36].

However, the combination of CV_NLP still encounters various challenges, including

the handling of noisy or ambiguous data, aligning multi-modal representations, and en-

suring coherence and consistency across different modalities [37].

Moreover, Computer Vision confronts the challenge of constructing comprehensive da-

tasets. On the other hand, Natural Language Processing encounters a significant hurdle

when delving beyond the syntactic and morphological aspects of language, particularly

in word sense disambiguation, semantic analysis, and pragmatic analysis. Therefore, the

integration of these two fields necessitates overcoming the respective challenges they in-

dividually face [36].

1.3 Approaches of Question Generation and Image Cap-

tioning

There are various approaches utilized in textual content generation based on text or visual

inputs. These approaches can be divided into two main categories : traditional approaches

and data-driven approaches.

A. Traditional approaches

The traditional approaches are commonly used in question generation tasks, those

9
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methods can be categorized into four common approaches : template-based, syntax-based,

and semantic-based, rule-based.

• Template-based

The approach uses predefined templates consisting of "fixed text" and "placeholders"

that are filled or populated based on the input. The fixed text represents the static parts

of the generated content.

example :

Template : "ñë 	áÓ [Õæ� @]?"

Statement : " �
HAJ


	
�AK
P

	
XA

�
J�


@ ñë QÔ«"

Question : "QÔ« ñë 	áÓ"

• Syntax-based

Syntax-based approaches involve determining grammatical rules and patterns to ge-

nerate or manipulate text, ensuring syntactic accuracy and coherence. These techniques

are commonly used in natural language processing tasks such as parsing, generation, and

transformation.

example :

Statement : " �
éËðA¢Ë@ úÎ« H. A

�
JºË@

�
IK



@P"

Question : "?
�
éËðA¢Ë@ úÎ«

�
IK



@P @

	
XAÓ"

• Semantic-based

The Semantic-based approach aims to uncover the underlying semantic structure of

the input sentence, relying on reasoning to extract meaning and information. It leverages

10
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this understanding to generate text that aligns with the intended semantics, enabling

more accurate and contextually appropriate output generation. this method was used by

(Bousmaha et al) in 2020.

example :

Statement : "QjJ. Ë @ ú



	
¯

�
ékAJ.�ËAK.

�
Iª

�
JÖ

�
ß"

Question : "? QjJ. Ë @ ú



	
¯ éK.

�
Iª

�
JÖ

�
ß ø




	
YË@ AÓ"

• Rule-based

The rule-based approach is based on linguistic knowledge and employs rule-based know-

ledge within a specific domain to generate text. This approach utilizes a large corpus of

data, enabling the extraction of relevant rules to guide the text generation process. In

question generation, this approach is used by (Alazani et al).

example :

Rule : Generate a question by changing the structure of the sentence.

Statement : " �
é�AÒm�'

. H. A
�
JºË@

�
èA

�
J
	
®Ë @


@Q

�
®
�
K"

Question : "? H. A
�
JºË@

�
èA

�
J
	
®Ë @


@Q

�
®
�
K

	
J
»"

B. Data-driven approaches

Data-driven approaches involve using large-scale datasets to train models for question

generation and caption generation tasks, These approaches typically require the develop-

ment of deep learning models, such as sequence-to-sequence models, which can be fine-

tuned using pre-trained models. By leveraging the power of extensive datasets and deep

learning techniques, data-driven approaches aim to generate accurate and contextually

relevant captions and questions.

11
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1.4 Datasets

1.4.1 Arabic question generation datasets

For the Arabic question generation task, there are several datasets that have been used in

previous works. Table 1.1 presents these datasets along with their respective types, sizes,

and formulations.

Dataset Type Size Formulation

ARCD [38] Education 1395 context, question, answer

Arabic-SQuAD [38] Education 48.344 context, question, answer

TyDiQA-GoldP [39] Education 15.645 context, question, answer

MLQA (Arabic) [40] Education 5800 context, question, answer

mMARCO [41] Education 44.518 context, question, answer

CQA-MD (SemEval) [42] medical 45.164 context, question, answer

Table 1.1: Datasetes used in Arabic question generation task.

1.4.2 Image captioning dataset

For the task of image captioning, a large dataset of images that are categorized into

various categories, and accompanied by human-generated captions. Among publicly avai-

lable datasets, MSCOCO, Flickr8k, and Flickr30k are commonly used in image captioning

research. Table 1.2 provides an overview of these datasets, including the number of object

categories and the average number of sentences per image they contain.

Dataset Images Object categories Sentences per image

MSCOCO [43] 328, 000 91 5

Flickr30k [44] 31, 783 44, 518 5

Flickr8k [44] 8092 / 5

Table 1.2: Datasetes used in image captioning research.
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1.4.2.1 Microsoft Common Objects in Context

Microsoft Common Objects in Context (COCO) [43] is a large-scale dataset designed

for various computer vision tasks. The dataset comprises 82, 783 training images, 40, 504

validation images, and 40, 775 testing images. COCO dataset provides a rich annotation

of objects in context, making it a valuable resource for tasks such as object detection,

segmentation, and captioning.

1.4.2.2 Flickr30k

The Flickr30k dataset [44] has emerged as a widely used benchmark for sentence-based

image description tasks. It consists of a collection of 28, 000 training images, 1, 000 va-

lidation images, and 1, 000 testing images. The dataset has been widely used for image

captioning.

1.4.2.3 Arabic Flickr8k

There is a publicly available Arabic version of the Filck8K dataset [27]. This particular

dataset consists of Arabic captions that were translated from English using the Google

API, then verified by Arabic experts. It is important to mention that each image in the

dataset is associated with only three captions. However, there is a significant issue with

the quality of the translated captions, as shown in figure 2.1.

1.5 Evaluation metrics

After the completion of training an AI model, it is necessary to evaluate its performance

and effectiveness using several metrics. The metrics typically used to measure the perfor-

mance of language models can be divided into two categories :

13
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Figure 1.2: Examples from Arabic Flickr8k dataset [27]

1.5.1 Automatic metrics

1.5.1.1 BLEU [45]

The BLEU metric evaluates the quality of AI machines-generated texts ; it is based on

the exact match of N-gram between the reference caption and candidate caption, where

N-grams refer to word sequences in the sentence. Figure 1.3 shows the concept of N-gram.

BLEU is computed for various N-gram sizes, denoted as BLEU-1, BLEU-2, BLEU-3, and

BLEU-4, corresponding to different N-gram orders.

Figure 1.3: n-gram concept
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While the BLEU is based on precision, the score is calculated by dividing the match

words in the candidate and reference by the total number of words in the candidate.

Prescision = Number of matching words
Number of words in candidate

Example

• Reference : The boy is playing in the park.

• Candidate : The boy boy boy boy.

Precision = 2
5
= 0.4

In the previous example, the precision can be calculated by dividing the matching

word which is 2 by the number of words in the candidate which is 5.

1.5.1.2 ROUGE-L

In contrast to the BLEU metric, which is solely based on precision, using both precision

and recall the score of ROUGE-L is calculated, ROUGE-L is based on the concept of the

Longest Common Subsequence (LCS), which identifies the longest sequence of words in

order and it’s not necessarily in consecutive.

The calculation of ROUGE-L involves to calculate the Recall with Formula 1.1 and

the Precision with Formula 1.2

Recall =
n-gram LCS

total number of n-grams in reference
(1.1)

Precision =
n-gram LCS

total number of n-grams in candidate
(1.2)

Then the F1-score is calculated using the Formula 1.3

ROUGE-L F1-score = 2× precision× recall
precision + recall

(1.3)
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1.5.1.3 METEOR [46]

Measures the similarity between the generated output and the reference text by taking

the harmonic mean of both precision and recall. METEOR computes a penalty of o.5 of

the score where there are no bigram or longer matches.

1.5.1.4 CIDEr

This metric is used in IC model evaluation, it measures the similarity between consensus

derived from multiple human descriptions and the candidate caption. The CIDEr score,

which represents the average CIDEr across different n-gram orders, is calculated using the

Formula 1.4

CIDEr(ci, ri) =
1

4N

N∑
n=1

CIDErn(ci, ri) (1.4)

• N : represents the maximum value of the n-gram order considered for evaluation.

• n : is an index variable that ranges from 1 to N, representing each n-gram order for

which the CIDEr score is calculated.

• CIDErn (ci, ri) : represents the CIDEr score specifically calculated for the nth n-

gram order between the candidate caption ci and the reference caption ri.

1.5.2 Human evaluation

THUMB

THUMB (Transparent Human Benchmark) is a framework for manually evaluating ge-

nerated image captions. It relied on two primary scores which are precision and recall.

Precision (rated on a scale of 1 to 5) measures the degree to which the generated cap-

tion accurately and precisely describes the corresponding image, while recall (rated on

a scale of 1 to 5) measures the extent to which the generated caption covers the salient

information present in the image. It indicates how well the caption captures important

details, objects, attributes, and relationships depicted in the image [47]. In addition to

16



CHAPITRE 1. BACKGROUND

these scores, penalties are given to account for fluency errors such as grammar and spel-

ling mistakes, with a penalty of 0.1 for each error. A deduction of 0.5 points is also made

for conciseness problems. Furthermore, there are penalties for non-inclusive descriptions

of humans(subjective comment), with deductions of 0.5 to 2 points.

P(Precision) 1− 5

R(Recall) 1− 5

Flu(Fluency) −0.1

Con(Conciseness) −0.5

Inc L(Inclusive Language) −0.5 to −2

Human score (P +R)/2 + Flu + Con + Inc L

Table 1.3: Transparent Human Benchmark [47]

1.6 Literature review

1.6.1 Arabic Question Generation

Despite the wide interest in question generation. There is still a lack of research and

contributions in Arabic question generation. This part will focus on the contributions that

have been made to Arabic question generation, including those based on NLP approaches

such as rule-based, syntax-based, semantic-based, and template-based methods, as well

as those that employ deep learning and neural network.

1.6.1.1 Automatic generation system of essay questions [48]

The automatic generation system was the first system built to generate essay questions

that are considered open-ended questions from Arabic text, this system consisted of four

main steps : pre-processing, text processing, question generation, and post-processing.

The performance of this system has been evaluated by experts, and the evaluation

result was positive, The evaluation was conducted based on predefined criteria, inclu-

ding relevance (91.6%), question targeting (87.2%), syntactic correctness (82.75%), clarity

(85.75%), and variety (73%).
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1.6.1.2 Arabic question generator (AQG) [49]

Authors in [49] defined their model using semantic role labeling (SRL), which aids in

understanding the relationships between different elements. Additionally, they incorpora-

ted question-based models into their approach. They integrated their system into a kids’

stories platform.

The system was evaluated with two methodologies, human evaluation, and indirect

human evaluation.

The evaluation of incorrectly generated questions for ten texts revealed a high degree

77.3% of non-compliance with grammatical rules. And 8.7% of questions with non-sense,

7.4% of questions were identified as vague. And finally, 6.69% questions exhibited the use

of bad interrogative tools.

Indirect human evaluation is a comparative evaluation based on precision and recall

metrics to compare the human-generated questions with the system-generated questions

after calculating precision and recall, the F-measure is then calculated, The highest F-

measure achieved in this evaluation was 86%.

1.6.1.3 Rule-based Question generation for Arabic text [50]

Authors in [50] utilized a rule-based approach involving Part-of-Speech (POS) tagging

and Named Entity Recognition (NER) to generate linguistic questions using text extrac-

ted from the fifth-grade textbook [30].

All previous works that we mentioned are based on the manual construction of tem-

plates for the generation task.

1.6.1.4 Question generation with Encoder-Decoder architecture and atten-

tion Mechanism [42]

Using deep learning and neural network in Arabic Question generation was one of the first

contributions made by [42], they developed a model using encoder–decoder architecture

with an attention mechanism and they prepared a similar model for English too, then
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they compare the results with the Arabic model.

The quality of questions generated by this model was evaluated using metrics such

as BLEU, ROUGE-L, METEOR, and human evaluation. The model achieved a BLEU-

1-2-3-4 score of 41.14, 11.60, 10.59, 10.03 respectively, a ROUGE-L score of 15.08, and a

METEOR score of 11.61.

For the human evaluation, the authors [42] selected a sample of 100 generated questions

and assessed them for grammatical correctness, achieving a score of 3.5 out of 5. And in

terms of relevance, they obtained a score of 2 out of 5.

1.6.1.5 Fine-tuned question generation models with Encoder-Decoder archi-

tecture and transformers

Transformer-based models have the capability to learn and generate relevant questions.

Notably, models like BERT have demonstrated remarkable accuracy and improved per-

formance even on smaller datasets across various NLP tasks in different languages [30].

Recently, two transformer-based question generation models have been fine-tuned. The

first model was realized by the author in this work [30]. and is based on the transformer

BERT-base. Their model has the capability to generate N interrogative questions from a

single document of unlimited length. The model achieved a BLEU-4 score 19.12, a ME-

TEOR score 23.00, and a ROUGE-L 51.99 score.

The second model was developed by [39], who fine-tuned an ARA-T5 model, which is

an Arabic version of the T5 model [39]. When compared, the latter obtained the highest

score in the BLUE-4 metric with 20.33 and the METEOR metric with 23.88, while this

work [30]. The model obtained the highest score in the ROUGE metric with 51.99.

1.6.2 Arabic Image Captioning

1.6.2.1 Generating Image Captions in Arabic using Root-Word

While Image captioning was being done using translated Arabic from English, Author in

this work [26] developed a model that uses root words to generate captions. This approach
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of generating captions in Arabic using root words outperformed state-of-the-art methods

that rely on translating English to Arabic.

This model with the Flick8K dataset achieved a BLEU-1-2-3-4 score of 65.8, 55.9,

40.4, and 22.3 respectively, and a METEOR score of 20.09.

1.6.2.2 Automatic Arabic Image Captioning using RNN-LSTM-Based Lan-

guage Model and CNN

In 2018, Authors in [22]. developed and trained a merged model with 3427 images. Out

of these images 1176 were from the MS COCO dataset, and were associated with 5358

captions collected using the Crowdsourcing service (CrowdFlower). Additionally, 2261

images were obtained from Flickr8K, out of which 150 images and their captions were

translated from English to Arabic by a human translator. And the rest were translated

using Google Translate API and then verified by Arabic native speakers.

Authors [22] in their work, focused on the effectiveness of an RNN model trained on

Arabic captions for generating image captions, even with a relatively small training and

validation dataset.

In the evaluation, the author compared the performance of two models : one trained

on original Arabic captions and the other trained on captions translated using the Google

API. The results revealed that the model trained on translated captions achieved higher

BLEU scores : 52 for BLEU-1, 46 for BLEU-2, 34 for BLEU-3, and 18 for BLEU-4. While

the model that trained on original captions achived 46 for BLEU-1, 26 for BLEU-2, 19

for BLEU-3, and 8 for BLEU-4. This can be attributed to the fact that the model trained

on translated captions had trained with more data compared to the model trained on

original captions.

1.6.2.3 End-to-End Arabic Image Captioning Models [27]

Arabic version of Flickr8K was prepared by contributors in [27], which is the largest

publicly available dataset for image captioning. The captions in this dataset were initially

translated from English to Arabic and then presented to experts who selected the most

relevant captions. Subsequently, the contributors utilized this dataset to train an End-to-
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End model, based on CNN and LSTM with an encoder-decoder architecture. Finally, the

model was evaluated and compared to an Image captioning model that generates captions

in English, then the generated captions were translated into Arabic.

The results showed that the End-to-End model achieved higher accuracy and perfor-

mance. This achieved a BLEU-1 score of 33.2, a BLEU-2 score of 19.3, a BLEU-3 score

of 10.5, and a BLEU-4 score of 5.7.

1.6.2.4 A hybrid deep learning Architecture (AraCap) [51]

A hybrid object-based, attention-enriched Arabic image captioning architecture was deve-

loped by contributors in [51]. This architecture consists of three models that were trained

on the COCO and Flickr30k datasets. The models were subsequently evaluated by crea-

ting an Arabic version of a subset of the COCO dataset. The first model is based on object

detection, the second model combines object detection with attention-based captioning,

and the third model utilizes pure soft attention.

In this study, the authors evaluated the performance of the proposed architecture in

terms of accuracy, they examined four different models : object-based captioner (0.85),

attention-enriched captioner(0.87), hybrid generator with attention and objects(1.00), and

Ensemble(1.00). The results showed that the Ensemble model achieved the highest score

among all the models.

1.6.2.5 Image captioning models based on transformers

Three model architectures were presented in [52] : a GRU-based, an LSTM-based, and a

Transformer-based. The transformer architecture has demonstrated remarkable success in

sequence-to-sequence modeling, the model based on the transformer generated the most

accurate captions.

The evaluation results demonstrated that the Transformer-based model, when combi-

ned with AraBERT, achieved a BLEU-1 score of 44.3 and a BLEU-4 score of 15.7.
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1.6.2.6 Fine-tuned Image captioning models based on transformers

In [23] author fine-tuned different language models with OSCAR (Object-Semantics Ali-

gned Pretraining) [53] learning method, which leverages object tags detected in images

as anchor points to facilitate the learning of image-text semantic alignment.

The author in this work followed a human evaluation protocol called Transparent

Human Benchmark (THUMB) [47] the best-generated captions received a perfect score of

5 out of 5, and for the automatic evaluation, the best model achieved scores of 38.7, 24.4,

15.1, and 9.3 for BLEU-1, BLEU-2, BLEU-3, and BLEU-4, respectively, in ROUGE-L

score of 33.4, METEOR score of 31.2, CIDEr score of 42.8, and MUSE with score of 66.8.

1.6.2.7 Image captioning models with preprocessing methods

This work [54] involved building 32 models with different parameters, including two deep

learning methods (LSTM, GRU), with and without dropout, four proposed preprocessing

techniques, and two image classifiers (VGG16, INCEPTION V3).

The proposed preprocessing methods included : separating the word conjunction (Waw)

"ð@ð" and next word, removing Alef " 	
Ë


@" of nunation " 	áK
ñ

	
J
�
JË @", removing hamza " �

è 	QÒêË @

" and punctuation, diacritics "É J
 º
�

�
�
� Ë @", non-Arabic letters, and single-letter words.

These preprocessing techniques were found to significantly impact the performance of the

models.

This model achieved BLEU-1, BLEU-2, BLEU-3, and BLEU-4 scores of 36.5, 21.4, 12,

and 6.6 respectively.

1.6.2.8 Image captioning models with preprocessing methods and beam search

In [28], the authors discovered that the use of the soft attention mechanism with beam

search and preprocessing with segmentation can have a positive effect on the performance
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of the generation task, resulting in high-quality captions. Their model achieved the highest

BLEU-4 score, indicating its superior performance.

This model was achieved with Beam size 3 BELU-1-2-3 scores of 58.71, 46.52, and

35.71 respectively, and a BLEU-4 score of 27.12 which is the highest result in all previous

works, they conducted qualitative evaluations of the captions using THUMB scores.

1.6.3 Summary of works

After presenting the previous works on Arabic question generation and Arabic image

captioning, we provide a summary of these works in Table 1.4 and Table 1.5.

1.7 Conclusion

In this chapter, we explored various related works and approaches in image captioning

and question generation. Despite significant progress in these areas, challenges with arabic

investigation still exist, particularly in the development of effective arabic image captio-

ning and question generation models. In the next chapter, we will present our proposed

model in Arabic visual question generation.
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Chapitre 2

Design

2.1 Introduction

This chapter presents the general architecture of our visual question generation model,

the collection process of the used dataset, the preprocessing steps applied to the dataset,

and the process of integration of the AIC model with the QG generation model.

2.2 Visual Arabic question generation

A Visual Arabic Question Generation task involves the development of a computer-based

system or algorithm that can analyze visual content, and generate meaningful questions

in the Arabic language based on the visual input. It combines computer vision techniques

with natural language generation to extract information from the visual scene and formu-

late grammatically correct and contextually relevant questions.

2.2.1 Visual Arabic Question Generation

Based on the review of previous related works, it is evident that there is a lack of Vi-

sual Question Generation (VQG) studies specifically focused on the Arabic language.

However, drawing insights from achievements in the English language domain, we have

determined that adopting the approach of image input followed by caption generation

and subsequently question generation, leading to visual question output outperforms the
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alternative approach of image input directly followed by question generation and visual

question output. This conclusion is supported by [55] paper, which relied on human ran-

king evaluation and highlighted the enhanced diversity of questions generated using the

former method.

Our comprehensive VAQG framework comprises two stages, as illustrated in 2.1

• In the first stage, the system generates captions by leveraging the input image as

an intermediate perception.

• In the second stage, question generation is performed based on the previously gene-

rated captions.

Figure 2.1: Integration of Question generation model and image captioning Model

2.3 Dataset

2.3.1 Image captioning dataset collection

Datasets are essential for training deep learning models, particularly in image captioning

models, which require large-scale datasets. However, Arabic image captioning datasets

are limited and insufficient, suffering from problems and deficiencies in the quality of

translated captions from English to Arabic. Therefore, we have contributed to addressing
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this issue by collecting a dataset consisting of 9,128 images with their corresponding

captions.

• collection process

Firstly, it is worth noting that the images utilized in our contribution were sourced from

the Flickr30k [56] dataset. Then we collected the data through volunteer crowdsourcing.

Multiple Google forms1 were distributed to 179 volunteers, including individuals on so-

cial media platforms and middle school, high school, and university students. After four

months, we collected 29.115 captions for 9.228 images.

• Dataset statistics

Table 2.1 below shows the number of captions collected for images, with the total number

of captions.

Captions number Number of Images Total of captions

1 3213 3213

2 890 1780

3 794 2382

4 15 60

5 4216 21.080

6 100 600

total 9228 29115

Table 2.1: Images and captions number In Dataset

Each line represents the number of captions in the first column per the number of

images in the second column, and the third column displays the total number of captions

for those images (Captions Number ∗ Number of Images).

The vocabulary size in our dataset which is the number of unique words is 17.518
1Google form, Accessed on May 29, 2023, https://forms.gle/eMYPUJwDFxdcfcnw8
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words, and the top words in vocabulary are shown in the figure 2.2. The word É g. P

"man" constitutes 33.2% of the 10 most frequent words. This can indicate the presence of a

significant number of images that primarily focus on the presence of a man. Consequently,

this imbalance may prevent the model from training on diverse data. so the images in the

dataset should be diverse to avoid data imbalance, which can lead to a performance

deficiency in the trained model.

Figure 2.2: Top words in dataset vocabulary

2.3.2 Dataset evaluation

For the evaluation process, we randomly selected a sample of 100 images along with

their corresponding captions 425. We provided this sample to Arabic native speakers as

evaluators to assess the quality of the captions in terms of accuracy, precision, coverage,

consistency, and Inclusive Language, we used the THUMB 1.5.2 framework the same that

was used to evaluate generated captions. Table 2.2 shows the result of the Evaluation,

where we categorize the dataset’s captions into three ranges based on their scores.

Table 2.2: Dataset’s Human Evaluation

THUMB Score [0 :2[ [2 :4[ [4 :5]

Percentage (%) 2.58 52 45.41
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2.3.3 Splitting the dataset

Our dataset was split into two parts, 90% of the data was allocated for training, and the

remaining 10% was reserved for testing. Images were chosen randomly for each set, and

both the training and testing sets included images with 1 to 6 captions.

• Training set : 8.305 images with corresponding captions, these examples will be

used to update parameters and tune the weights of the model.

• Testing set : 923 images, these examples will be used to evaluate the model after

training, using this set we can generate captions, then evaluate them using automatic

and human evaluation metrics.

2.3.4 Data preprocessing

2.3.4.1 Text preprocessing

• Manual proofreading

Proofreading and reviewing the data by experts is good practice to ensure the quality

and accuracy of captions in the dataset. Two native Arabic speakers reviewed 10,000

captions in the dataset by checking the coherence with corresponding images, and

correcting the spelling and grammatical mistakes.

• Automatic text preprocessing

In some previous contributions in image captioning [54] and [28], it has been observed

that text preprocessing can significantly enhance the performance of the model and im-

prove the quality of generated captions. Hence, in this work, we have implemented text

preprocessing.

The text preprocessing steps are as follows :

- Punctuation removal.

- Removing of one-character words.

- Elimination of words with numbers.

- Replacement of line breaks with a single space.
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- Exclusion of mentions.

- Elimination of hashtags.

- Removing punctuation.

- Removing diacritics "ÉJ
º
�

�
��
�Ë @" (vowel marks) "

�
@

�
@ @

�

�
@

�
@

�
@ @�

�
@".

- Elimination of English characters.

- Removing tatweel "ÉK
ñ¢
��
JË @" (elongation) marks "��".

- Elimination of emojis.

- Elimination of stop words.

- Arabic normalization, such as replacing different forms of Alef "
�
@ @




@" with Alef Wasle "

@", substituting Alef Maksora "ø" with Yaa "ø


", replacing Taa Marbota " �

è" with Haa "

è", substituting Hamza on Waw " 
ð" and Alef Maksora " ø" with Hamza on line "Z", and

replacing the middle word’s Kaf "À" with the one at the end of words "¼".

We also determined the minimum and maximum number of words in captions in our

dataset to ensure that the captions are neither too short nor too long. The minimum

limit is set to four words, while the maximum limit is set to 50 words. This range helps

maintain a balance and avoids excessively brief or lengthy captions.

2.3.4.2 Image preprocessing

Image pre-processing is an important step. It can affect the quality and accuracy of the

model, and enforce data quality, we summarize the steps that we used in image pre-

processing in the following points :

- Shape transformation : The dataset contains images with different shapes, so resi-

zing images to a fixed size is necessary, we resized the width and height of all images to

224 ∗ 224 pixels.
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- Normalization : We normalized the pixel values of images with mean and standard

deviation.

- Totensor : We converted images to tensors, which is the data type used in Pytorch.

When applied to an image, ToTensor() transformation converts the image from its ori-

ginal format (e.g., PIL image or NumPy array) into a multi-dimensional tensor. and that

makes it easier for the model to process images.

2.4 Proposed model

Our proposed model is a combination of two main separate neural network architectures :

a Transformer Encoder-Decoder model for image captioning and a Transformer model for

question generation, in this section we will talk about these two architectures.

2.4.1 Image captioning approach

2.4.1.1 Encoder-decoder architecture with transformers

The captioning process involves an encoder that extracts features from the input image

and a decoder that generates a caption based on the encoder’s output. Transformer-based

models, commonly used in image captioning, incorporate an attention mechanism. This

attention mechanism enables the decoder to access the hidden states of the encoder,

providing additional information for caption generation. By leveraging this attention me-

chanism, the decoder can focus on relevant parts of the encoded features, enhancing the

quality and coherence of the generated captions. Figure 2.3 represents the architecture of

our AIC model, Where The encoder embeddings are used as key value and the decoder

embeddings are used as query in the cross-attention head.

• Encoder - Google ViT

The Encoder serves as the image processing unit in our model, in our contribution we

fine-tuned the Vision transformer model by freezing the first ten encoder layers and we

fine-tuned only the last two layers. We froze the first ten layers because of computing
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Figure 2.3: Arabic image captioning model architecture

resources limitations, preventing us from fine-tuning all the layers in the model.

The Vision Transformer used is Google (ViT), which is a transformer that has un-

dergone pre-training on a substantial corpus of images, specifically ImageNet-21k, in a

supervised manner. This pre-training is conducted at a resolution of 224x224 pixels. To

enable the model’s comprehension of images, they are presented as a sequential arrange-

ment of patches with fixed dimensions (16x16), which are subsequently linearly embedded

in the same way as tokens in the models of NLP [57].

Figure 2.4 presents the architecture of the Vision Transformer (ViT).

The steps of processing the images are as follows :

- patch embeddings

Images are typically represented in a specific shape denoted as X = RH×W×C , where H

represents the height of the image, W represents the width, and C represents the number

of channels. in our contribution we used RGB images, the number of channels of those
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Figure 2.4: Vision Transformer Architecture [57]

images is typically 3, corresponding to the red, green, and blue colors.

When processing images using the Vision Transformer (ViT) model, the input image

needs to be divided into two-dimensional (2D) patches. This patching process involves

reshaping the image into patches with a specific resolution. The resulting patch represen-

tation can be denoted as xp ∈ RN×(P 2·C), where P is the resolution of each patch and N

is the resulting number of patches. The value of N is calculated as N = H×W
P 2 , indicating

the total number of patches obtained from the image.

Once the image is divided into patches, the next step is to flatten the patches. Flatte-

ning refers to the process of converting the two-dimensional structure of each patch into

a linear vector representation, these patches are arranged in sequence from top left to

bottom right. A linear projection layer then generates Z vectors for each patch.

Following that, position embeddings are assigned to each patch representation. This

position embedding is adding a unique position to the linear projection of the patches.

This step is illustrated in Figure 2.4, where we can observe how the position embeddings

are associated with each patch representation.

- Encoding with attention mechanism

The ViT architecture is composed of a series of encoder blocks, each encoder containing a

multi-head self-attention layer. The self-attention enables the model to attend to different

parts of the input.
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During the encoding process, when an encoder receives the embedded patch hi it is trans-

formed into query vector qi which represents the feature of interest, key vector ki which

represents the feature that may be relevant to the feature of interest, and value vector

vi by linear layer. Then the attention weights α will be calculated by softmax which

calculates the probabilities between the query and key, these probabilities are used to

scale the original input features vi. This formula represents how the attention weights are

calculated.

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V (2.1)

In the final step, the ViT gives embeddings output which is connected to the decoder

transformer.

• Decoder-AraBERT

AraBert is a Transformer-based model specifically designed for Natural Arabic Lan-

guage Understanding, as illustrated in Figure 2.5 [58]. It is pre-trained on two unsupervised

tasks : Masked Language modeling (MLM) and Next Sentence Prediction (NSP) model,

which uses the attention mechanism that has been trained on a large-scale dataset, consis-

ting of approximately 77 GB of data. This dataset comprises approximately 200 million

sentences, totaling 8.6 billion words. Figure 4 illustrates the architecture of the AraBert

Model.

• Tokenizer

After constructing pandas data frames for the training set, which include the paths to the

images along with their corresponding captions, we proceeded with the next step. In this

step, we employed the "BertTokenizerFast" tokenizer to prepare the preprocessed text

input for the AraBert language model. Figure 2.5 depicts the position of the tokenizer

within the global architecture. The "BertTokenizerFast" possesses several key attributes :

- A vocabulary size of 64,000, allowing it to handle a wide range of tokens.

- A maximum input sequence length of 512 tokens, indicating the maximum length the

model can process.
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Figure 2.5: AraBert Architecture [59]

- The "is_Fast=true" attribute, indicates that it is a fast tokenizer implementation.

- The "padding_side=’right’" attribute, which signifies that padding tokens are added on

the right side of the input sequence.

- The "truncation_side=’right’" attribute, implies that truncation occurs from the right

side of the sequence if it exceeds the maximum length.

- The "special_tokens" attribute, which includes tokens such as ’[UNK]’ for unknown

tokens, ’[SEP]’ for separating tokens, ’[PAD]’ for padding tokens, ’[CLS]’ for classification

tokens, and ’[MASK]’ for mask tokens. For our purposes, we utilize only the ’[PAD]’, and

’[CLS]’ tokens.

By employing the "BertTokenizerFast" tokenizer, we ensured that the preprocessed

text input is appropriately tokenized and ready for further processing by the AraBert

language model. Here is an example of tokenization :
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[<start> , ’ 	
�P


B@’ ’úÎ«’, ’XYÒ

�
JÓ’,’ñë’,’ð’, ’ A¢�

¯’, ’I. Ê¾Ë@’, ’ �
�

	
KAªK
’, ’<pad>’, ’<pad>’,

’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’ , ’<pad>’, ’<pad>’,

’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’ , ’<pad>’, ’<pad>’,

’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’, ’<pad>’ , ’<pad>’, ’<pad>’,]

2.4.1.2 Finetuning

The fine-tuning objective aims to adapt a pre-trained model to specific requirements. The

pre-trained models were already trained in large-scale datasets to learn general features

and patterns.

In our case, our objective was to establish a correlation between the encoded image and

the language model. To achieve this, we employed a cross-attention layer to facilitate the

connection between the encoder and decoder models. This layer allows for the mapping

of decoder tensors to the encoder output.

• Training arguments definition

- Batching

Batching involves dividing the training data into multiple parts and sequentially feeding

them to the model during training. This approach is necessary because the size of the

entire training dataset is often too large to be processed by the computing resources

(RAM...) all at once. By dividing the data into smaller batches, the model can handle

and learn from the data incrementally, making the training process more manageable and

efficient.

We set the batch size to 64, which is the largest size feasible given the limitations of

our available resources.

- Optimizer

An optimizer is a crucial component in model training as it enables the adjustment of

model parameters. Its primary goal is to minimize the loss by iteratively updating the

model’s parameters using computed gradients obtained through the backpropagation pro-

cess. For fine-tuning models, an optimizer with weight decay is commonly employed. In

our work, we utilized the "AdamW" optimizer as the default choice from the trainer class.
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- Epochs

An epoch refers to a complete iteration through the entire training dataset during the

model training process. The number of epochs determines the number of times the model

iterates over the entire dataset. In our fine-tuning process, we utilized 5 epochs for training.

- Learning rate

The learning rate plays a vital role in model training as it determines the size of the

updates made to the model’s parameters by the optimizer during each training. It go-

verns the extent to which the model’s parameters are adjusted in response to computed

gradients. In our fine-tuning process, we adopt the default learning rate of "1e-3" for the

AdamW optimizer, indicating the step size at which the model’s parameters are updated.

- Loading the best model at end

The purpose of this parameter is to save the best model during the training process and

load it once the training is complete. The selection of the best model is determined by

evaluating the validation loss.

- Training loop

By utilizing the training loop, we were able to fine-tune the Vision Encoder-Decoder

model, this loop involved iterating through the number of training epochs. Within each

epoch, the model was trained on batches, with the batch size determined by the per-device

train batch size argument. The evaluation was performed at specified intervals, based on

the evaluation strategy, using a specified part of the training dataset.

2.4.2 Question generation approach

The question generation model has the main importance in this contribution, in this

work, we adopted a transformer-based model for the question generation task. Specifically,

we utilized the ANQG model proposed by authors in [39]. In this section, we provide

a comprehensive overview of this question generation model, including its underlying

architecture.

• Reasons for selecting ANQG model

After reviewing the literature and contributions in the field of question generation, we

have selected the ANQG model for the following reasons :
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- Superior Performance : Among the models evaluated, the selected model showca-

sed the highest performance. Through comprehensive evaluations, it consistently demons-

trated superior results compared to other models, as detailed in Chapter 1.

- State-of-the-art Model : We opted to utilize the ANQG model which based on

AraT5, which is represents the state-of-the-art in question generation. This model has

been widely acknowledged for its exceptional capabilities and has set new benchmarks in

the field.

By leveraging this well-performing and cutting-edge model, we aimed to enhance the

quality and effectiveness of our question-generation system.

• Overview of the ANQG model

Arabic natural question generation (ANQG)2 fine-tuned model by author in [39], this

model based on Text-to-text transformer AraT53 model.

It is for generating questions in the educational field. The model has shown impressive

accuracy in generating fluent and correct questions. Furthermore, the generated questions

exhibit good coherence with the context extracted from the input. The main idea behind

this model is to pass a context X = (x1, ...,xn) along with its associated answer A as

input, and the model outputs one or a set of questions Q = (q1, ...,qm).

• The ANQG Model Architecture

The Arabic natural question generation model consists of 12 encoders and 12 decoders as

shown in figure 2.6. It has been fine-tuned using a large-scale dataset comprising 71,184

triples of context, question, and answer.

2.4.3 Generation process

2.4.3.1 Caption generation process

After saving our model, we proceeded to the caption generation process, where we prepa-

red the captions to be utilized in the subsequent step as input for the question generator.
2ANQG, Accessed on June 24, 2023, https://huggingface.co/Mihakram/

AraT5-base-question-generation
3AraT5, Accessed on June 24, 2023, https://huggingface.co/UBC-NLP/AraT5-base
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Figure 2.6: ANQG model architecture [39]

In this phase, we fixed most of the generation parameters and only varied the number of

beams.

• Generation function parameters

- Num _ Beam : Beam search allows the model to consider more possibilities and gene-

rate diverse output by keeping track of multiple potential sequences simultaneously. The

final output is typically selected from these candidate sequences based on their proba-

bilities. For example, when the number of beams is set to 3, the model selects the top

three words from the overall vocabulary. Subsequently, these three words are utilized to

generate three branches, each aiming to generate the second position word. This process is

repeated iteratively until complete candidate sentences are generated. Finally, the model

selects the sentence with the highest probability as the output.

In our generation process, we set the number of beams to 1, 3, 5, and 7.

- Max length : this parameter sets the maximum length of sentence ; we set this para-

meter to 10.

- Do_sampling : sampling refers to the process of selecting words or tokens from a

probability distribution ; with it, the model can generate more varied sequences.

- Top_K : This parameter is used to limit the number of tokens to consider during

sampling, in our case we set it to 10.
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• post-processing

For good quality questions, post-processing of captions is required because these captions

will be used as input in the question generation model, especially after fine-tuning the AIC

model with pre-processed data which introduces changes to the original data, and if we

use the generated captions as input without any post-processing, the quality of captions

and the questions may not be satisfactory, particularly in terms of spelling errors.

To address this issue, we have created a dictionary containing the words present in the

dataset used for model training. This dictionary contains both the words affected by the

pre-processing and their corresponding correct forms. Subsequently, we have implemented

a function that post-processes the generated captions with the dictionary. The overall

process is illustrated in Figure 2.7.

Figure 2.7: Generated caption post-processing

2.4.3.2 Question generation process

In the final step towards achieving our objective, we utilized the transformer library API

to invoke the ANQG model. Subsequently, the generated captions were passed to the

generation function.

• Generation function parameters

- input_ids : input IDS is a required parameter that needs to be passed as input. It

represents the input sequence encoded as token IDs, which will be used by the model.

- attention_mask : This parameter is used to indicate which tokens in the input se-

quence should be attended by the model. It helps the model focus on relevant tokens.

- Num_beams : The number of beams in the generation function of the ANQG model
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was set to 5.

- max_length : The maximum sequence length was set to 64.

• Generation inputs

In the study conducted by [39], the ANQG model takes two inputs : context and answer.

As a result, different answers yield different questions with varying types such as @
	
XA ÖÏ

"why," 	áK



@ "where," ú

�
æÓ "when," 	áÓ "who", etc. In our work, we generate a token sentence

based on the image input, which is the caption that can be considered as the context.

and there is no input that can be considered an answer. This can impact the diversity of

questions in terms of their type and sentence structure.

One solution that we have proposed to address this situation involves a function that

takes the first word from a caption as the answer and the model generates a question based

on this answer. Subsequently, the function selects the second word, and then the model

generates a question, then the function combines the first word with the second word, and

then the model generates a question. This process is repeated for each subsequent word,

ensuring that the model generates different questions for each selected word as an answer.

2.5 Conclusion

In this chapter, we have introduced our approach, which is based on two main fine-

tuned transformer models. We have also described the process of generating captions and

questions. In the next chapter, we will delve into the details of the training experiments

and provide a comprehensive evaluation of the model’s performance.
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Experiment and discussion

3.1 Introduction

The experiments and results chapter provides an overview of the conducted experiments

and their outcomes, including analysis and comparisons. Finally, we discuss the implica-

tions of the findings in relation to the research objectives.

3.2 Fine-tuning setup

Training or fine-tuning AI models, particularly those that involve image processing, ne-

cessitates high-performance computing resources. In our conducted experiment, we used

the pro version of Google Colab as a computational environment, which provides access

to the NVIDIA Tesla V100 GPU with 35 GB of RAM, and a runtime of 24h hours. Also,

we leveraged the Pytorch framework, an open-source machine-learning framework. Fur-

thermore, we used a transformer library, which enabled us to load the Google ViT model

and AraBert model easily using API.
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3.3 Fine-tuning procedure

3.3.1 Model initialization

Firstly we load and initialized VisionEncoderDecoderModel class from the Torchvision

library, this model can take two models, one is the encoder which is Google viT and the

second is the decoder which is the AraBERT model.

3.3.2 Data loading

For data organization, we made use of the pandas library’s DataFrame, which is a two-

dimensional data structure. This DataFrame provided us with the capability to structure

and manipulate our data in a tabular format, with specific columns dedicated to the image

path and its corresponding caption.

3.3.3 Experimental setup

3.3.3.1 Training

Before commencing the training process, it was imperative to define the hyper-parameters,

as they significantly influence the ultimate performance of any deep learning model. The

hyper-parameters utilized in this study were detailed in Design chapter 2, encompassing

the number of epochs, learning rate, and batch size.

It is crucial to acknowledge that determining the optimal set of hyper-parameters often

necessitates conducting numerous experiments. Therefore, to ensure the robustness of our

hyper-parameter selection, we performed four distinct training experiments by varying the

learning rates, epoch numbers, and data training splits. Notably, the batch size remained

fixed at 64 for all experiments.

(a) : The first experiment, considered as the base experiment, involved training the

model with 20,705 examples (which means images paths with the corresponding captions)

and we use 2,412 (containing images in the training set but with different captions) from

the training set for evaluation, over the course of 5 epochs, employing a learning rate of

1e-3. This served as our benchmark for evaluating subsequent experiments, the size of the
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obtained model of this experiment is 953.9 MB.

(b) : In the second experiment, we trained the model with the same training dataset

sizes and evaluated with the same examples, for 5 epochs, but with a reduced learning

rate of 1e-4. The purpose of this experiment was to assess the impact of decreasing the

learning rate on the training and validation loss values.

(c) : In the third experiment we employed a validation dataset with the size of 2,728

examples while keeping the training set size at 20,615 examples. This experiment, conduc-

ted over 5 epochs with a learning rate of 1e-3, aimed to evaluate the effect of augmenting

the data validation split on the training and validation loss values.

(d) : In the fourth experiment, we trained the model with a larger training dataset

size of 23,230 examples and a reduced number of epochs, specifically 4. For evaluation,

we take 2,582 examples, and the learning rate was set to 1e-3. This experiment aimed to

investigate the combined influence of increased data training split and decreased epoch

number on the training and validation loss values.

3.3.3.2 Evaluation during training

During the training process, it is common to evaluate the performance of the model using

two metrics : validation loss and training loss. These metrics provide insights into how

well the model is performing during training.

- Validation loss

The validation loss assesses the performance of the model on a validation set or in part of

data from the training set. In our work, we used the trainer.evluate() function to measure

the loss. In Table 3.1 validation loss values of experiments.

Table 3.1: Experiments’ validation loss

Experiment Validation Loss

(a) 17.95

(b) 11.58

(c) 17.42

(d) 18.02
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Therefore, in this case, experiment (b) is considered to have better performance as its

model is generating captions that are more similar to the reference captions compared to

the other experiments.

- Loss pending training

Figure 3.1 shows the training and validation loss for each experiment at each epoch during

the training process.

Figure 3.1: Loss pending the training process

- Analysis

Figure 3.1.a, representing our base experiment (a), and Figures 3.1.b , 3.1.c and

3.1.d representing experiments (b), (c) and (d) respectively. In the initial epoch demons-

trated,(a)’s training loss of 3.37 and a validation loss of 3.16. Notably, the validation loss

was lower than the training loss, consistent with all experiments except for experiment

(b). This observation suggests that the model is performing better on the training data
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compared to the validation data in experiment (b), whereas experiments (a), (c), and (d)

suggest that the model can perform well on new, unseen data.

Moving to the second epoch, in experiments (a), (c), and (d) the validation loss starts

to become higher than the training loss, which implies that the model’s performance on

the validation data is deteriorating.

In the third and fourth epochs, in experiments (a), (c), and (d) the training loss

is decreasing while the validation loss remains fixed, which suggests that the model is

learning to fit the training data well but is not generalizing effectively to new, unseen

data. This situation is often a sign of overfitting, where the model becomes too specialized

to the training data and fails to capture the underlying patterns or relationships present

in the entire dataset. The model may be overly complex or memorizing specific examples

in the training data instead of learning generalizable features.

Advancing to the fifth epoch, in experiments (a), (b), and (c) the validation loss is

increasing while the training loss is decreasing, it is a clear indication of high overfitting.

This happened in experiment (b) early, as the validation loss continued to rise in the first

and second epochs, and although it decreased in the third covenant to be fixed in the

fourth covenant, it did not emerge from the state of overtraining. As for experience(d),

which has only four epochs, it did not witness this increased stage of overfitting.

Overfitting occurs when the model becomes too specialized to the training data and

fails to generalize well to new, unseen data. When the validation loss increases while the

training loss continues to decrease, it means that the model is fitting the training data

too closely and is not able to capture the underlying patterns or relationships that are

present in the entire dataset.

In light of the findings, it is evident that experiments (a), (c), and (d) demonstrated

superior performance on unseen data compared to experiment (b). Notably, experiment

(a) falls into this category, suggesting a likelihood to be the best generalization efficiency.

The results of (b) hint that the 1e-3 learning rate is preferable over 1e-4. However, it should

recognize that experiment (c) also has a higher chance of achieving good performance. This

is attributed to its approach of increasing the validation dataset size while maintaining a

training dataset size similar to experiment (a).
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The number of epochs can affect overfitting. From comparing with experiment (d)

we see Increasing the epochs number beyond a certain point can potentially exacerbate

overfitting.

In order to reduce overfitting resulting from excessive epochs, the utilization of tech-

niques like early stopping is advised. Early stopping involves monitoring the model’s

performance on a validation set and stopping the training when performance starts to de-

cline. This helps find the right balance between training long enough to learn important

patterns and stopping before the model becomes too specialized for the training data.

There are several techniques available to address overfitting. These include regulari-

zation methods like L1 or L2 regularization, increasing the size of the training dataset,

using dropout, or employing data augmentation techniques. Each of these works distinct

way but shares the common goal of preventing overfitting and improving generalization.

3.3.4 CNN-RNN with attention mechanism model Experiment

This experiment aimed to compare our transformer model with a CNN-RNN model that

incorporates an attention mechanism. It is important to note that this new model is not

our original conception, it is open-source code in google colab1.

To ensure a fair and accurate comparison, we made sure to use the same resources

and dataset that were utilized in our previously mentioned model. This approach allows

us to make a direct and meaningful comparison between the two models.

In this process, we perform several steps to prepare and train a model using Our

collected dataset. First, we prepare the dataset. Then, we preprocess the images using the

MobileNetV2 model. This involves resizing the images to 224px by 224px and initializing

MobileNetV2 with pre-trained ImageNet weights.

Next, we create a tf.keras model where the output layer is the last convolutional layer

of MobileNetV2. This layer’s shape is 7x7x1280, and we use it for attention purposes. We

forward each image through the network, store the resulting feature vector in a dictionary,

and save it to disk using pickle.

Following that, we preprocess and tokenize the captions by splitting them into words
1Arabic image captioning, Accessed on June 21, 2023, https://l8.nu/rXlk
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and creating a vocabulary. We limit the vocabulary to the top 7,000 words and replace

others with the "UNK" token. We also create word-to-index and index-to-word mappings

and pad all sequences to the length of the longest one.

Then, we split the data into training and testing sets and create a tf.data dataset for

training. The RNN (GRU) attends over the image to predict the next word.

During training, we extract features from the .npy files, pass them through the encoder

and use teacher forcing, where the target word becomes the next input to the decoder.

We calculate the loss based on predictions and adjust the gradients using the optimizer

and backpropagation.

Finally, we saved the trained models and the dictionary containing the extracted fea-

tures.

In the following Figure 3.2, we illustrate the loss evaluation pending the training

histogram.

In our analysis, it is observed that the model shows signs of overfitting as the validation

loss starts to increase or stabilize around epoch 6. Towards the end of the training, the

validation loss continues to rise, indicating a loss of generalization ability. This suggests

the need for further investigation and adjustments to prevent overfitting.

Furthermore, it is worth noting that the loss values obtained in this model are consis-

tently lower compared to our previous model. This leads us to conclude that the current

model is more efficient and demonstrates better generalization capabilities.

In a separate experiment2 conducted by the model’s providers using MS-COCO, a

dataset consisting of more than 82,000 images, each with at least 5 different caption

annotations done automatically using Google translate, the validation loss consistently

decreased up to the tenth epoch. However, it remained higher compared to the model

trained on our original dataset.

This observation leads us to speculate that the observed overfitting could be attribu-

ted to the limited size of our dataset. Furthermore, the high quality of our data likely

contributed to the continued decrease in loss, surpassing that of the model trained on a

translated dataset.
2Arabic image captioning, Accessed on June 21, 2023, https://l8.nu/rXlk
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Figure 3.2: CNN-RNN with attention mechanism model’s training and validation loss

3.4 Results

Evaluating the quality of the generated captions was necessary. To accomplish this, we

conducted an automatic evaluation using BLEU 1-2-3-4, ROUGE-L, METEOR, and CI-

DEr metrics, and we incorporated the THUMB framework for human evaluation.

3.4.1 Automatic evaluation

We used the phase of evaluation of the test dataset which contains 928 images The result is

shown in Figure 3.3, We observed that the BLEU-1 metric achieved the highest scores with

Beam 1, whereas BLEU-2, BLEU-3, BLEU-4, ROUGE-L, METEOR, and the semantic-

based metric CIDEr attained their highest scores with Beam 3.

Furthermore, we conducted a comparative analysis of our model’s results with those

of previous models. Comparing the scores with different metrics, we observed similar

results between our model and the model proposed by [60]. The results are summarized

in Table 3.2.
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Figure 3.3: Metrics histogram

3.4.2 Human evaluation

3.4.3 Captions evaluation

To assess the quality of the generated captions, we randomly selected a sample of 100 cap-

tions for images from the test dataset. The evaluation was performed using the THUMB

framework, involving two native Arabic speakers who evaluated the quality of the cap-

tions.

In the global view, all the results are represented in Table 3.3. It is important to note

that rounded scores are utilized. Figure 3.4 displays the results for selected images, inclu-

ding the corresponding candidate captions with the THUMB scores.

3.4.4 Questions evaluation

We randomly selected 49 samples from the generated questions and assigned them to an

expert for evaluation. The evaluation focused on assessing the relevance of the questions in

relation to the generated captions. However, we did not evaluate the grammatical correct-

ness of the questions, as the used model had already evaluated in terms of grammatical
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Table 3.2: Comparison of evaluation results

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE CIDEr

[26] 65.8 55.9 40.4 22.3 20.09 - -

[22] 52 46 34 18 - - -

[27] 33.2 19.3 10.5 5.7 - - -

[51] 64.9 41.3 24.1 13.6 40.8 47.0 -

[52] 44.3 - - 15.7 - - -

[23] 38.7 24.4 15.1 9.3 31.2 33.4 42.8

[54] 36.5 21.4 12 6.6 - - -

[28] 58.71 46.52 35.71 27.12 - - -

Ours 39.33 24.43 15.07 09.18 23.79 18.71 38.53

Table 3.3: Predicate Captions Human Evaluation

THUMB Score [0 :2[ [2 :4[ [4 :5]

Percentage (%) 26 51 23

correctness in [39]. The table presents the average score achieved by the model.

Table 3.4: Result of generated question evaluation

Grammatical correct Relevance

4.5/5 3.33/5

We present in Figure 3.5 some examples of generated questions

3.5 Discussion

After representing the results of the image captioning model and the question generation

model, we have summarized some observations regarding this combined model.

- When comparing our work with the work conducted in [23], which used the same

language model that we used as a decoder but employed CNN encoder and Arabic Fli-

ckr8K dataset, we found that the results were similar. Therefore, we did not observe any
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Figure 3.4: Examples of generated captions by proposed AIC
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Figure 3.5: Examples of generated questions by proposed ANGQ
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significant impact on the vision transformer model we utilized, as well as the dataset we

created.

- The question generation model, when provided with captions as input, achieved

similar results to [39] in terms of human evaluation. This indicates that the model performs

well when generating questions based on generated captions.

- One notable limitation of our experience was the lack of a comprehensive plan to

address the challenges posed by Arabic morphology. Arabic has complex morphological

rules, and developing strategies to handle morphology is crucial for achieving better per-

formance in tasks related to Arabic language processing.

- The importance of having a substantial amount of data cannot be understated. While

the quality of training data is crucial, it is not sufficient to compensate for a deficiency in

the quantity of data. Having a larger and more diverse dataset would likely yield better

results and enhance the generalization capabilities of our model.

- of an effective anti-overfitting technique. This omission had a negative impact on the

overall success of our approach, as it may have led to suboptimal performance and limited

generalization ability.

- We hypothesize that fine-tuning Arabert, originally designed for Arabic text classifi-

cation, for a highly specialized task such as sentence generation might have had a negative

impact on the quality of the results. Fine-tuning a model for a specific task can intro-

duce biases or limitations that affect its performance in other tasks. Exploring alternative

approaches or adapting the fine-tuning process specifically for sentence generation may

yield better outcomes.

3.6 Conclusion

In this section, we presented the results of our conducted experiments, including the

evaluation of generated captions using various automatic metrics and human evaluation.

While the question generation model achieved good results in the human evaluation, the

image captioning model yielded average results and did not outperform previous works in

terms of automatic evaluation, it did achieve favorable results in the human evaluation.
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General conclusion

This thesis focused on Visual Arabic Question Generation, which is defined as a combined

task between Natural Language Processing and Computer Vision. It provides a compre-

hensive background in the domain by enumerating the techniques used and the works

carried out.

This work utilized recent deep-learning techniques to enhance Visual Arabic Ques-

tion Generation. It employed Transformer, pre-trained models, and transfer learning to

improve question accuracy, fluency, and diversity. The approach was based on a Caption-

to-question architecture, utilizing a transformer encoder-decoder with Vit and AraBert

for image captioning, which was then combined with a pre-finetuned AraT5 question

generation model.

Additionally, this work made a significant contribution by providing a genuine public

arabic image captioning dataset. This dataset is valuable as it can greatly encourage

research and development in the domain of Visual Arabic Question Generation.

Although we used a genuinely collected dataset, the results of image captioning, es-

pecially when evaluated using automatic metrics, were somewhat modest. However, in

human evaluation, both the generated image captions and questions were well-performed.

However, this work can serve as a starting point for further research and experimenta-

tion in this domain. Researchers can build upon the methodologies and findings presented

in this thesis, exploring novel approaches and techniques to address challenges and further

enhance the capabilities of Visual Arabic Question Generation systems.

Limitations

During this work, we faced difficulties such as the lack of available datasets, which forced

us to collect a new dataset in a very short time and without any financial support. Addi-
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tionally, we encountered limitations in computing resources, preventing us from loading

more data during training.

Perspectives

This thesis underscores the importance of Visual Arabic Question Generation as an emer-

ging research area and highlights the potential for continued exploration and innovation

in this domain. Future directions may include Visual Arabic Question Answering, Visual

Arabic Dialog, Image Telling a Story, and other related tasks, utilizing advancements in

deep learning techniques.

We anticipate that our model can be valuable in the development of Visual Arabic

Question Answering systems. By integrating our model with a QA (question-answering)

system, we can leverage its question-generation capabilities to create a comprehensive Vi-

sual Arabic Question Answering system. This integration would allow the system to not

only generate relevant questions but also provide accurate answers based on the visual

content. By combining these two components, we aim to enhance the overall performance

and effectiveness of Visual Arabic Question Answering, enabling users to obtain meaning-

ful answers to their visual queries in Arabic.
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Annexe I

Deep Learning Fundamentals

This Appendix is for discussing the fundamental concepts that contribute to a better

understanding of this thesis. We will explore key principles and ideas that are crucial for

comprehending the content and context of the research presented. By delving into these

fundamentals, readers will be equipped with the necessary knowledge to navigate and

comprehend the thesis effectively.

I.1 Introduction to Deep Learning

Deep learning is a branch of machine learning that seeks to simulate the human mind

by enabling machines to learn any task based on the data. It aims to model high-level

abstractions of data using multiple layers of neurons. [61] [62]

I.2 Neural Networks

In an artificial neural network, we compute the aggregate of multiplications between inputs

and their corresponding weights and ultimately employ an activation function to obtain

the output of that specific layer and furnish it as the input to the subsequent layer [63].

In mathematize, we presented as (Equation I.1), where yK is the Kth neuron output,

ϕ is the activation function used,
∑m

j=1wkjxj is the aggregation of the dot product of all
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the jth layer inputs and their wights and the bk is the Kth neuron bias.

yk = ϕ

(
m∑
j=1

wkjxj + bk

)
(I.1)

The prediction accuracy of a neural network relies on both the number of layers em-

ployed and, more importantly, the type of activation function used, which means the choice

of activation function significantly influences the network’s ability to capture complex pat-

terns and non-linear relationships in the data, thus playing a crucial role in determining

the overall accuracy and performance of the neural network [63].

I.3 The Perceptron

The perceptron is the simplest neural network. It consists of an input layer with n input

nodes, followed by a single output node. It is also known as a single-layer neural network

[64]. it looks as illustrated in Figure I.1.

Figure I.1: Perceptron Architecture with basis and without bias

B



ANNEXE I. DEEP LEARNING FUNDAMENTALS

I.4 Multi-layer perceptron

of a multi-layer perceptron (MLP), also known as a feedforward network. It consists of

multiple computational layers, including an input layer, one or more hidden layers, and

an output layer. The flow of information is unidirectional, moving from the input layer

through the hidden layers to the output layer [52].

Each neuron in the MLP receives input from the previous layer and applies a weighted

sum of inputs, followed by an activation function. This process is repeated for each layer

until the output layer is reached. The weights of the connections between neurons are

adjusted through training to optimize the network’s performance.

Figure I.2 provides a visual representation of the basic architecture of a multi-layer

perceptron.

Figure I.2: FeedForward network architecture

I.5 Activation Functions

An activation function in a neural network is a mathematical operation that determines

the output of a neuron based on its input, allowing for non-linear transformations and

enabling the network to model complex relationships between inputs and outputs.
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The activation function is a crucial element in neural network design, as it introduces

non-linearity and greatly impacts the network’s learning ability and prediction accuracy.

Therefore, choosing the right activation function is essential for optimizing the network’s

performance. [65]

There are several types of activation functions used in neural networks, including :

I.5.1 Binary step function

Binary step function is the simplest activation function used as a binary classifier. [63]

Mathematically is defined as shown in Equation I.2 and Figure I.3.

f(x) =

1 if x ≥ 0

0 if x < 0

(I.2)

Figure I.3: Binary step function [66]

I.5.2 Linear activation function

The linear activation function calculates the output based on the weighted sum of neurons

and can handle multiple classes, but it has drawbacks. It leads to constant changes during

backpropagation, hindering learning, and restricting the network’s capability to address

complex problems as the last layer remains dependent on the first layer in any depth of

the neural network. [63]
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Mathematically is defined as shown in Equation I.3 and Figure I.4.

f(x) = ax (I.3)

Figure I.4: Linear Activation Function [66]

I.5.3 Non-Linear Function

Sigmoid activation function It is a popular choice in neural networks for its ability

to introduce non-linearity [63].

Mathematically is defined as shown in Equation I.4 and Figure I.5.

f(x) =
1

e−x
(I.4)

I.5.3.1 tanh function

The hyperbolic tangent function, also known as the tanh function, is similar to the sigmoid

function. However, it is symmetric around the origin, ranging from -1 to 1. This symmetry

makes it advantageous in certain scenarios where both positive and negative values are

important for representing and capturing patterns in the data [63]. Mathematically is
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Figure I.5: Sigmoid Activation Function [66]

defined as shown in Equation I.5 and Figure I.6.

f(x) = 2 · sigmoid(2x)− 1 (I.5)

Figure I.6: tanh Activation Function [66]

I.5.3.2 ReLU function

One advantage of using the ReLU (Rectified Linear Unit) function is that it allows for the

selective activation of neurons. Not all neurons are activated simultaneously, as a neuron

is only deactivated when the output of the linear transformation is zero [63].
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Mathematically is defined as shown o Equation I.8 and Figure I.7.

f(x) = max(0, x) (I.6)

Figure I.7: ReLU Activation Function [66]

I.5.3.3 Leaky ReLU Function

Leaky ReLU is an enhanced version of the ReLU function that addresses the issue of dead

neurons. In Leaky ReLU, for negative values of x, instead of setting the value to zero,

a small linear component of x is retained. This small slope for negative values prevents

the complete deactivation of neurons and helps alleviate the problem of dead neurons in

traditional ReLU activation [63].

Mathematically is defined as shown in Equation I.7 and Figure I.8

f(x) =

0.01x if x < 0

x if x ≥ 0

(I.7)
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Figure I.8: Leaky ReLU Activation Function [66]

I.6 Backpropagation

Backpropagation is a method for computing the gradient of the error with respect to each

weight in a neural network. It uses the chain rule to calculate the error signals recursively.

The weight update for a non-output layer is given by Equation I.8, where η is the learning

rate, hi is the input to the weight Wij, and δj is the error signal at the jth neuron.

∆Wij = −η · hi · δj (I.8)

The error signal δj is computed as the sum of the error signals from the layer above,

weighted by the corresponding synaptic weights and multiplied by the derivative of the

activation function at neuron j. This backward flow of error signals allows the network to

adjust its weights and minimize the overall error [67].

Figure I.9 provides a visual explanation of the backpropagation mechanism.

I.7 Convolutional Neural Networks

A Convolutional Neural Network (CNN) is a specialized neural network that utilizes

convolutional layers, pooling layers, and fully connected layers (Figure I.10 illustrate this

architecture) to handle 2D or 3D image inputs. By leveraging these components, CNNs

effectively exploit spatial and structural information present in the data, making them
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Figure I.9: backpropagation mechanism [67]

highly suitable for image processing tasks. [64]

Figure I.10: An Architecture of Convolutional Neural Network [64]

In the convolutional layer, filters or kernels are trained to extract features from the

input image. These filters are applied across the image, producing activation maps or

feature maps -The resulting matrix in Figure I.11, illustrates the operation- that highlights

specific patterns or features. This process is repeated across multiple layers, allowing the

network to create a variety of feature maps that capture different aspects of the input

data.

In the pooling layer of a CNN, the size of the feature map is reduced by retaining only

the essential information. This reduction is typically achieved using pooling operations
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Figure I.11: Convolution operation on 2-dimensional matrics [68]

such as max pooling, average pooling, or sum pooling. These operations help condense

the feature map while preserving the most relevant information for subsequent layers in

the network.

In the last layer, known as the fully connected layer, every neuron is connected to

all neurons in the subsequent layer. The feature map matrices from previous layers are

flattened into a vector and fed into this layer. An activation function like Softmax or

Sigmoid is then applied to this vector to classify the output, assigning probabilities or

making predictions based on the specific task at hand.

I.8 Recurrent Neural Networks

A recurrent neural network (RNN) is a type of neural network designed to handle se-

quential data. It consists of a hidden state h and an optional output y that operate on

a variable-length sequence (x = x1, x2, ..., xT ). At each time step t, the hidden state ht

is updated using an activation function f(.) that takes into account the previous hidden

state ht−1 and the current input xt [69]. This recurrent connection, which allows the pre-

vious hidden state to serve as an input to the next state [70], enables the RNN to capture

and model dependencies within the sequence, making it well-suited for tasks involving

sequential data [71].

Figure I.12 illustrate the RNN process.
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Figure I.12: A Recurrent Neural Network [72]

I.9 Transformers

The original Transformer architecture serves as a foundational sequence-to-sequence mo-

del, encompassing both an encoder and a decoder. These components are constructed by

employing a stack of multiple (N) identical blocks. In each encoder block, a multi-head

self-attention module and a position-wise feed-forward network (FFN) are incorporated.

The introduction of residual connections surrounding each module, along with subsequent

application of Layer Normalization, facilitates the creation of a deeper model. Within the

decoder blocks, an additional layer of cross-attention modules is inserted between the

multi-head self-attention modules and the position-wise FFNs. Notably, specific adapta-

tions are made to the self-attention modules within the decoder to restrict attention to

preceding positions, effectively preventing exposure to subsequent information. The com-

prehensive architecture is visually depicted in Figure I.13, providing a clear representation

of its structural composition [73].

The Transformer model employs an attention mechanism known as the Query-Key-

Value (QKV) model. This attention mechanism operates on packed matrix representations

of queries (Q), keys (K), and values (V). The scaled dot-product attention used by Trans-

former can be expressed as Equation I.9 :

Attention(Q,K, V ) = softmax
(
QKT

√
Dk

)
· V = A · V (I.9)

Here, Dk denotes the dimensions of keys (or queries). The attention matrix A, often
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Figure I.13: Transformer Architecture [74]
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referred to as the attention weights, is obtained by applying the softmax function row-wise

to the dot product of Q and KT divided by
√
Dk.

To enhance the expressive power of the attention mechanism, Transformer employs

multi-head attention. This involves projecting the original queries, keys, and values, which

have Dm dimensions, into Dk, Dk, and Dv dimensions, respectively, using H different sets

of learned projections. Attention is then computed for each projected query, key, and

value based on Equation I.9. The resulting outputs are concatenated and projected back

into a Dm-dimensional representation.

The multi-head attention function in Transformer can be represented as shown in

Equation I.10 :

MultiHeadAttn(Q,K, V ) = Concat (head1, . . . , headH) ·W0 (I.10)

where I.11 :

headi = Attention(Q ·WQi
, K ·WKi

, V ·WVi
) (I.11)

Transformer utilizes three types of attention, depending on the source of queries and

key-value pairs :

1. Self-attention : In the Transformer encoder, Q, K, and V are set to the output X

of the previous layer (Equation I.11).

2. Masked self-attention : In the Transformer decoder, self-attention is restricted to

prevent attending to future positions. This is achieved by applying a mask function to the

unnormalized attention matrix Â, where illegal positions are masked by setting Âij = −∞

if i < j. This form of self-attention is often referred to as autoregressive or causal attention.

3. Cross-attention : In cross-attention, the queries are projected from the outputs of

the previous (decoder) layer, while the keys and values are projected using the outputs of

the encoder [73].

The Transformer architecture can be used in three ways : encoder-decoder for sequence-

to-sequence tasks, encoder only for representation learning, and decoder only for sequence

generation [73].
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I.10 Transfer Learning

Transfer learning, originating from educational psychology, suggests that learning to trans-

fer is achieved through the generalization of experience. It is possible to transfer knowledge

and skills from one situation to another by connecting and applying previously learned

concepts. For example, someone who has learned to play the violin can learn the piano fas-

ter due to the transfer of musical understanding and techniques [75], Figure I.14 illustrates

this intuitive transfer learning example.

Figure I.14: Intuitive examples about transfer learning [75].

Technically, transfer learning involves leveraging knowledge and experience gained

from a source domain (DS) and learning task (TS) to enhance the learning of a target

predictive function (fT ) in a different target domain (DT ) and learning task (TT ), where

DS is not equal to DT or TS is not equal to TT . The goal is to utilize the insights and

expertise acquired from the source domain and task to improve the performance and

efficiency of learning in the target domain and task [76] [77].
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Annexe II

Examples from dataset.

Our dataset is accessible on Hugging Face platform and can be accessed through the

following link : https://huggingface.co/datasets/mayaram/ArabicImageCaptioningAdaset

O

https://huggingface.co/datasets/mayaram/ArabicImageCaptioningAdaset


ANNEXE II. EXAMPLES FROM DATASET.

Figure II.1: Examples from our dataset

P


	Table des figures
	Liste des tableaux
	General Introduction
	1 Background
	1.1 Introduction
	1.2 Overview
	1.3 Approaches of Question Generation and Image Captioning
	1.4 Datasets
	1.5 Evaluation metrics
	1.6 Literature review
	1.7 Conclusion

	2 Design
	2.1 Introduction
	2.2 Visual Arabic question generation
	2.3 Dataset
	2.4 Proposed model
	2.5 Conclusion

	3 Experiment and discussion
	3.1 Introduction
	3.2 Fine-tuning setup 
	3.3 Fine-tuning procedure
	3.4 Results
	3.5 Discussion
	3.6 Conclusion

	General conclusion
	Bibliographie
	I Deep Learning Fundamentals
	I.1 Introduction to Deep Learning
	I.2 Neural Networks
	I.3 The Perceptron
	I.4 Multi-layer perceptron
	I.5 Activation Functions
	I.6 Backpropagation
	I.7 Convolutional Neural Networks
	I.8 Recurrent Neural Networks
	I.9 Transformers
	I.10 Transfer Learning

	II Examples from dataset.

