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Summary

This thesis presents a comprehensive predictive maintenance system for aircraft en-

gines, with a primary focus on predicting the Remaining Useful Life (RUL) using advanced

Machine Learning (ML) techniques. Predictive maintenance is crucial in the aviation in-

dustry as it enables the early detection of potential failures, thereby minimizing downtime,

reducing maintenance costs, and ensuring the safety and reliability of aircraft operations.

The research employs the PHM08 NASA dataset from the first conference on Prognos-

tics and Health Management to train and evaluate various algorithms, including Gradi-

ent Boosting (GBM), Support Vector Machines (SVM), Convolutional Neural Networks

(CNN), Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), and Convolu-

tional Neural Networks combined with Long Short-Term Memory (CNN-LSTM) models.

The study compares the performance of these methods using Root Mean Square Error

(RMSE) as the evaluation metric. The findings indicate that the CNN-LSTM model is

particularly effective for predicting the RUL of aircraft engines.

The objectives of this system are to enhance operational efficiency within the aviation

industry, reduce downtime, and improve maintenance strategies.

Key Words: Predictive Maintenance, Remaining Useful Life, Aircraft Engine, Ma-

chine Learning, Deep Learning, Neural Networks.
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General Introduction

The aviation industry relies heavily on the reliability and safety of Aircraft engines,

they are complex and critical components of an aircraft, responsible for generating thrust

and powering the aircraft during flight. They consist of several subsystems, including

the compressor, turbine, and exhaust nozzle, each playing a crucial role in the engine’s

performance[1].

Maintaining aircraft engines poses significant challenges due to their harsh oper-

ating conditions, including high temperatures, pressures, and speeds.

To address engine failures, three primary maintenance approaches are utilized. Reactive

maintenance involves repairing or replacing components only after they have failed. While

straightforward, this approach is unsuitable for the aviation industry as it leads to unex-

pected downtime and higher costs due to unplanned failures[2].

Preventive maintenance involves regular inspections and scheduled part replacements, no

matter their condition. Although it reduces the risk of unexpected failures, this method

can waste the usable life of components through early replacements[2].

In contrast, predictive maintenance optimizes maintenance timing by predicting the fu-

ture condition of components using real-time data and advanced analytics. Making use of

techniques such as machine learning and statistical analysis, predictive maintenance fore-

casts the remaining useful life (RUL) of engine parts. This approach allows maintenance

to be performed only when necessary, minimizing downtime and costs while maximizing

component life and ensuring efficient and reliable aircraft operation[2].
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General Introduction

The thesis is structured as follows:

1. The first chapter provides the state of the art where a quick review is presented on

different learning models used in predictive maintenance.

2. The second chapter titled Architecture and Modeling delves into the algorithms

used in this thesis.

3. The third chapter details the implementation of the chosen algorithm on the C-

MAPSS dataset and the performance evaluation.

At last, we offer a broad conclusion to wrap up our work.
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Chapter 1
State of the Art

1.1 Introduction

This chapter delves into various methods employed for anomaly detection, exploring

their Learning, Signal, and model Types to identify the most suitable approach for aircraft

engines.

This chapter aims to provide a comprehensive overview of remaining useful life (RUL)

prediction, highlighting its profound advantages.

1.2 Anomaly Detection

Anomalies, also known as outliers, are data points that deviate significantly from the

expected behavior or norm within a dataset. They are crucial to identify because they

can signal potential problems[3].

Anomaly detection in aircraft maintenance offers several key benefits. Firstly, it enables

early fault detection, allowing for immediate responses that prevent minor issues from

escalating into catastrophic failures[4]. This preventive approach significantly enhances

overall flight safety. Secondly, targeting maintenance efforts toward identified anomalies

helps optimize resource allocation and prevents unnecessary interventions, leading to more

efficient maintenance practices[4]. Also implementing anomaly detection techniques can

potentially reduce costs in several ways, including:

• Minimizing the impact of engine failures.

• Optimized maintenance scheduling.
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• Extended motor life

However, Implementing anomaly detection in aviation presents significant challenges

due to the complexity of aircraft data, the need for high data quality and integrity, the

lack of labeled data for training, and the Complicated interconnections among aircraft

systems.[4]

The Main Questions Are : Which Model is the most suitable for aircraft engines?

Does the chosen anomaly detection method address the challenges and complexities of

implementing such techniques?

1.3 Types Of Anomalies

There are three main types of anomalies.

1.3.1 point anomalies

A point anomaly, as described in the study by Chandola, Banerjee, and Kumar (2009)[3],

refers to a single data point that significantly deviates from the general pattern in a

dataset.

1.3.2 collective anomalies

Collective anomalies are referred to as ”a collection or subset of data items that show

anomalous behavior when taken as a whole” in the study by Chandola, Tung, and Kumar

(2009) [3]. They result from analyzing correlations within data.

1.3.3 Contextual (Conditional) Anomalies

These anomalies depend on the specific context or environment surrounding them.

They often occur in time-series data, where patterns can change over time. An example

is a sudden spike in temperature during winter within weather data.[3]

5
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1.4 Learning Types

1.4.1 Supervised Learning

Supervised learning is a learning type in which the algorithm is trained using labeled

data. The labeled data consists of input features and corresponding output labels or

target variables. Supervised learning aims to develop a model that can make accurate

predictions or classifications when given new data.[3]

In supervised machine learning, there are two primary types of problems:

Classification

Classification is a supervised learning technique that aims to assign input data to one of

several predefined categories or classes. The model is trained on a labeled dataset, where

each training example is associated with a class label. Common classification applications

include email spam detection, image recognition, and medical diagnosis.[3]

Regression

Regression is a supervised learning technique used to predict a continuous output value

based on input features. The model is trained on a labeled dataset with continuous target

values. Regression is commonly used in scenarios such as predicting house prices, fore-

casting stock prices, and estimating the remaining useful life of machinery.[3]

Advantages of supervised learning include the ability to make accurate predictions or

classifications when given new data, as well as the ability to handle complex relationships

between input features and output labels.

However Supervised learning has limitations as well. These include the need for labeled

data, which can be time-consuming and costly. Another limitation is that the model’s

performance heavily relies on the quality and quantity of the labeled data. [3]

1.4.2 Unsupervised Learning

Unsupervised learning is a learning type in which the algorithm is trained on unlabeled

data. Unsupervised learning aims to uncover hidden patterns, structures, and relation-

6
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ships within the data without prior knowledge of the output labels.

Unsupervised learning has two benefits: it may be used to identify patterns in data that

are not immediately apparent to people and it doesn’t require labeled data. Unsuper-

vised learning has the following limitations: it is less precise than supervised learning.

additionally, It is more challenging to put into practice than supervised learning. [3]

1.5 Signal Types

1.5.1 Univariate Method

Univariate methods in prediction refer to analyzing and modeling a single variable

or feature to make predictions. This approach is commonly used when there is only

one independent variable or when the relationship between multiple variables is not of

interest[3].

Univariate methods in signal processing focus on analyzing a single signal, using statistical

models and tests like autocorrelation. These techniques are useful for identifying trends,

patterns, and anomalies in time-series data.[3]

1.5.2 Multivariate Method

Multivariate methods in prediction involve analyzing and modeling multiple variables

simultaneously to make predictions. This approach is used when various independent

variables could potentially impact the dependent variable[3].

Multivariate signal analysis methods deal with multiple signals together to detect anoma-

lies in complex systems, which is particularly useful in identifying hidden patterns that

cannot be detected using univariate analysis [3].

7
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1.6 Model Types

1.6.1 Statistical Methods

Statistical prediction methods involve using data analysis and probability theory to

analyze historical data, and to identify patterns and relationships, which are then used

to make informed predictions about future outcomes.[5]

Z-Score

The Z-score is a statistical technique used to determine the number of standard de-

viations. Z-scores are useful in anomaly detection because they help us find data points

that significantly differ from the average. Every data point is then given a z-score, which

indicates how far out from the mean it is by a certain number of standard deviations[6].

In a dataset X, the z-score for a given data point is x

If x is outside a certain range determined by the threshold, it is considered an anomaly.

A common threshold is ±3, meaning data points more than 3 standard deviations away

from the mean are considered anomalies.

• The principal benefit of the z-score method is its simplicity and interpretability; it

is simple to comprehend and apply, also the threshold for identifying an anomaly

can be modified according to the specific scenario being used.[6]

• On the other hand, the z-score technique has certain drawbacks, such as its as-

sumption of a normally distributed dataset, which may not always hold, and the

possibility of inefficiency in detecting anomalies that are gradual or subtle rather

than sudden and extreme.[6]

Interquartile Range(IQR)

The IQR method is a robust measure of statistical distribution. It is calculated as the

difference between the upper quartile (Q3) and lower quartile (Q1) of the data [7] The

IQR is then Q3 - Q1, where Q1 is the 25th percentile and Q3 is the 75th percentile.

• The Interquartile Range (IQR) technique is beneficial for identifying and removing

outliers in continuously distributed data. However, its effectiveness is limited to

8
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continuous data, and it may require threshold adjustments for different datasets.[7]

Principal Component Analysis(PCA)

According to the Journal of Multivariate Analysis, Principal Component Analysis

(PCA) is a ”statistical procedure that uses an orthogonal transformation to convert a set

of observations of possibly correlated variables into a set of values of linearly uncorrelated

variables called principal components.” [8]

It is a widely used tool for analyzing data, particularly in the context of fault

prediction. PCA works by transforming a complex and massive dataset into a smaller

and simpler set of orthogonal and uncorrelated features known as principal components.

These components capture the maximum relevant information from the original dataset,

making it easier to handle and visualize the data[8].

By analyzing the correlation and variability of the original variables, PCA creates

new variables called principal components. These principal components capture the maxi-

mum amount of information in the dataset and can be used to make predictions or classify

new data points[8].

• therefore is important to remember that PCA operates under the assumption that

relationships between variables are linear, and therefore may not work well in non-

linear situations.[8].

Table 1.1: Citations Of Statistical Methods Section

Method Ref Year Topic

Z-Score [6] 2018 Anomaly detection by robust statistics

IQR [7] 2018 Detection of outliers using interquartile range technique from intrusion dataset

PCA [8] 2002 Principal component analysis for special types of data
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1.6.2 Machine Learning Methods

Machine learning is a subfield of artificial intelligence that focuses on the development

of algorithms and models that allow computers to learn and make predictions or deci-

sions without being explicitly programmed.[5] There are several methods used in machine

learning:

Gradient Boosting (GB)

Gradient Boosting is a popular machine learning algorithm that is widely used for

regression and classification tasks. It works by combining multiple weak learners (typically

decision trees) in a sequential manner, where each learner is trained to correct the mistakes

made by the previous learner. By iteratively learning from the residuals of the previous

model, Gradient Boosting gradually improves the overall predictive performance.[9]

The algorithm works by optimizing a loss function with gradient descent, hence the

name ”gradient boosting.” Firstly, Gradient Boosting has been shown to have excellent

prediction performance. Additionally, Gradient Boosting is known for its ability to handle

complex and non-linear relationships between features and the target variable. It is good

because it’s powerful, handles different types of data well, reduces overfitting, and provides

high accuracy.[9]

GBM drawbacks are potential overfitting, longer training time, and sensitivity to noisy

data compared to simpler models.[9]

Support Vector Machines(SVMs)

One kind of supervised learning algorithm that may be applied to tasks involving

regression or classification is the SVM. Finding the best decision limits and managing high-

dimensional data are two of SVM’s distinctive qualities. In classification jobs, support

vector machines (SVMs) are employed to divide data points into distinct classes according

to their characteristics. SVMs function by identifying the ideal hyperplane that maximizes

the margin between classes and effectively divides the data points into distinct classes.[10]

When data cannot be separated linearly, SVMs can translate the data into a higher-

dimensional space using kernel functions, allowing for linear separation of the data.[10]

Some of the good points of using SVMs for prediction include:

10
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• SVMs can handle both linear and non-linear data by utilizing different types of

kernels[10]. Also, SVMs have a robust performance even with limited training data.

SVMs are an effective classification tool. However, they have several drawbacks as well:

• They may be exposed to anomalies and noise in the data. Particularly with compli-

cated data, they might be challenging to comprehend. Also, while training on big

datasets, they might be slow.[10]

K-nearest Neighbors(KNN)

An effective strategy for classification and prediction in machine learning is the K-

nearest neighbors technique. Since it is non-parametric, no suppositions are made about

the distribution of the original data [11].

• Method of Prediction: Based on a distance metric (such as the Euclidean distance),

KNN finds the K nearest data points in the training set given a new data point.

The majority class or average value of the new data point’s K closest neighbors

determines the estimated class or value for it. [11]

K-Nearest Neighbors offers the following benefits: non-parametric, easy to implement,

no training phase.

KNN Technique drawbacks include its high computational cost, sensitivity to outliers,

and requirement for the ideal K value.[11]

Decision Trees (DT)

Decision Trees are a predictive modeling method that uses a tree structure to represent

decisions and their possible consequences.[12]

• One of the key advantages of decision trees is their interpretability, as they provide

a clear representation of the decision-making process. They also can handle both

numerical and categorical data without the need for extensive data preprocessing.

• decision trees can be disposed to overfitting, especially when they grow too large

and complex. This can lead to poor generalization of unseen data. Additionally,

decision trees are sensitive to small variations in the training data, which can result

in different tree structures and potentially impact the model’s performance. [12]
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Random Forest(RF)

Random Forest is a popular machine-learning algorithm known for its high predictive

accuracy and robustness. It works by constructing multiple decision trees during training

and outputting the mode of the classes (classification) or the average prediction (regres-

sion) of the individual trees[13].

Its strengths lie in handling large datasets with high dimensionality and being resistant

to overfitting. Random Forest may not perform well with noisy data.[13]

Naive Bayes

Naive Bayes is a probabilistic classification method based on Bayes theorem. Assumes

independence of features[14]. It is widely used in various applications due to its simplicity,

efficiency, and ability to handle large datasets. [14]

• One of its key strengths is its fast training speed and low computational cost, making

it suitable for real-time prediction tasks.[14]

The ”naive” assumption of feature independence may not hold in all cases, leading to

suboptimal performance when dealing with highly correlated attributes.[14]

Isolation Forest(IF)

Isolation Forest (IF) is a tree-based algorithm for outlier detection. It isolates anoma-

lies by creating decision trees with random divisions. IF is faster and more efficient than

other algorithms. However, it may not perform well in high-dimensional data and is sen-

sitive to the number of trees and depth.[15]

The quantity and depth of trees might have an impact on the performance of IF, it needs

careful parameter optimization and statistical understanding. Furthermore, IF may not

be as accurate when dealing with high-dimensional and connected data.[15]

Local Outlier Factor(LOF)

Local Outlier Factor (LOF) is a density-based method for detecting outliers based on a

local density measurement. It assigns a score to each sample, and higher scores indicate a

higher probability of being an outlier[16]. It is effective in identifying outliers in complex,

high-dimensional data[16].
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• LOF is well-known for its ability to locate local outliers in datasets, particularly

in high-dimensional spaces. Also, it is an adaptable outlier identification technique

that may be used in a variety of domains and applications.[16]

• LOF may need a lot of memory and processing power, particularly when working

with big datasets or streaming data. Also, It is sensitive to Parameters, depending

on the parameters used, such as the number of neighbors taken into account for

density estimation, the performance of LOF may vary.[16]

Table 1.2: Citations Of Machine Learning Methods Section

Method Ref Year Topic

GB [9] 2024 Machine Learning - Gradient Boosting

SVM [10] 2024 Support Vector Machine Algorithm

KNN [11] 2011 A review of various k-nearest neighbor query processing techniques

DT [12] 2008 Anomaly detection by combining decision trees and parametric densities

RF [13] 2019 2019 1st International Conference on Smart Systems and Data Science(ICSSD)

NB [14] 2007 Survey of improving naive bayes for classification

IF [15] 2019 Functional isolation fores

LOF [16] 2000 LOF: identifying density-based local outliers
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1.6.3 Deep Learning Methods

Deep learning is a branch of machine learning that uses artificial neural networks

(ANNs) with multiple layers to learn from data. It involves a computational architec-

ture consisting of input, hidden, and output layers, enabling advanced representation

learning.[5]

Autoencoders

Autoencoders are neural networks for dimensionality reduction and representation

learning. They use an encoder-decoder structure to reconstruct input[17].

They consist of an encoder that compresses the input data into a latent-space represen-

tation and a decoder that reconstructs the input from this representation[17].

• One of the key advantages of autoencoders is their ability to learn efficient repre-

sentations of data, which can be useful for tasks like anomaly detection.[17]

• autoencoders can suffer from issues like overfitting, especially in complex datasets.

Additionally, training autoencoders can be computationally intensive, requiring

careful tuning of hyperparameters to achieve optimal performance [17].

Generative Adversarial Networks (GANs)

Generative Adversarial Networks (GANs) are deep learning frameworks. They consist

of two components: a generator and a discriminator.

The generator aims to produce artificial data samples that are indistinguishable from

real data, while the discriminator’s role is to differentiate between real and generated

samples[18].

In prediction tasks, GANs can generate realistic and diverse outputs, making them valu-

able for tasks. However, they can be challenging to train due to instability issues like

mode collapse and vanishing gradients [18]

Recurrent Neural Networks (RNNs)

Recurrent Neural Networks are a type of deep learning algorithm that masters in

handling sequential and time-series data[17].

Using feedback cycles, RNNs can maintain a memory of previous inputs, making them
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well-suited for tasks involving sequential inputs such as natural language processing,

speech recognition, machine translation, and time series prediction[19].

RNNs operate by processing input data step by step, with each step incorporating infor-

mation from the previous steps [19].

• The memory mechanism in RNNs allows them to retain information from previ-

ous time steps, enabling the capture of long-term dependencies in data sequences.

This flexibility and memory capacity make RNNs well-suited for tasks that involve

processing sequential data, where the order and context of the data are crucial for

making accurate predictions. [19]

• RNNs can capture complex relationships but suffer from vanishing or exploding

gradients, making learning long-term dependencies difficult. Training RNNs is chal-

lenging, requiring sophisticated optimization techniques.[19]

Long Short-Term Memory (LSTM)

Long short-term memory (LSTM) is a specialized architecture within Recurrent Neu-

ral Networks (RNNs). These networks are designed to capture long-term dependencies in

data, enabling the processing of multidimensional information effectively.[17]

LSTM networks represent a sophisticated neural network architecture adapted for time

series forecasting. They master identifying long-term dependencies within datasets and

are capable of handling multidimensional data inputs effectively[20].

Based on the provided references [20] [17], the strengths and weaknesses of LSTM net-

works are:

LSTM effectively integrates extensive historical data into predictions, improving time se-

ries modeling. The gating mechanisms in LSTM networks filter out unrelated information,

leading to higher precision in modeling time-variant behavior. However, their complex

architecture can be computationally intensive and often requires more parameters than

other RNN types like GRU. Additionally, the encoding and decoding processes in LSTM

cells may result in some information loss, although effective feature extraction can reduce

this issue.
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The Gated Recurrent Unit (GRU)

The Gated Recurrent Unit (GRU) is a neural network architecture employed in deep

learning, particularly for tasks like software defect prediction.[21]

It features two primary gates: the update gate (zt) and the reset gate (rt). The update

gate controls the extent to which the previous hidden state influences the current state,

while the reset gate modulates the transfer of information from past states. Compared

to Long Short-Term Memory (LSTM) networks, GRUs are simpler due to their reduced

number of gates, resulting in enhanced computational efficiency.[21]

Based on the provided reference [21]The Gated Recurrent Unit (GRU) presents cer-

tain limitations:

• Due to its simplified structure, GRU may not capture long-term dependencies as

effectively as Long Short-Term Memory (LSTM) networks.

• The gating mechanism in GRU may be less effective in managing complex memory

processes compared to LSTM.

Convolutional Neural Networks (CNNs)

Convolutional Neural Networks are a type of artificial neural network that has proven

to be highly effective in applications such as pattern recognition and classification. [17]

In prediction, CNNs master at learning graded representations of input data, allowing

them to extract suitable features automatically. This makes them highly effective for

tasks involving visual or sequential data.[17]

• CNNs may not be the best choice for tasks involving non-visual data structures like

graphs or trees.[22]

• Despite its limitations, CNNs remain a powerful tool for a wide range of prediction

tasks due to their ability to generalize well to new data and handle inputs of varying

sizes and aspect ratios. [22]
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Table 1.3: Citations Of Deep Learning Methods Section

Method Ref Year Topic

RNN [19] 2015 A critical review of recurrent neural networks for sequence learning

[17] 2017 A Review of Deep Learning Methods Applied on Load Forecasting)

CNN [22] 2023 Convolutional Neural Networks: A Survey

[17] 2017 A Review of Deep Learning Methods Applied on Load Forecasting)

LSTM [20] 2020 Predictive maintenance of aircraft engine using deep learning technique

[17] 2017 A Review of Deep Learning Methods Applied on Load Forecasting)

GRU [21] 2021 Attention based GRU-LSTM for software defect prediction

GAN [18] 2014 Generative adversarial nets

AE [17] 2017 A Review of Deep Learning Methods Applied on Load Forecasting)
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1.7 RUL Concept

The term ”Remaining Useful Life” (RUL) describes the approximate amount of time

(which can be in minutes, hours, days, or cycles) that will elapse between now and the

anticipated point at which a system, component, or asset is unable to fulfill its intended

function satisfactorily.[23]

Figure 1.1: Illustration Of RUL

Figure 1.2 is adapted from the article ”Predicting the Remaining Useful Life of Tur-

bofan Engine” by Eugenia Anello [24]

RUL prediction is used in predictive maintenance and prognostics to estimate a system’s

remaining operational lifespan based on past performance and other pertinent variables.

[23]

Figure 1.2: Remaining Useful Life (RUL) Timeline

Figure 1.2 is adapted from a video provided by the official website of MathWorks [25].
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The smaller the RUL is, the higher the risk of failure. When the RUL is zero, it means

that the engine failed.

1.7.1 RUL Methods

The prediction methods for RUL can be categorized as model-based techniques (also

known as physics of failure techniques), data-driven techniques, and hybrid-based tech-

niques. These methods are illustrated in Figure 1.3, adapted from the PhD thesis ”Re-

maining Useful Life Prediction of a Turbofan Engine Using Deep Layer Recurrent Neural

Networks” [1].

Figure 1.3: RUL prediction techniques

Model-Based Technnique

The model-based approach, also referred to as the physics of failure technique, depends

on a precise physical model that reflects the system’s dynamics. This method combines the

physical model with calculated data to determine model parameters and predict potential

behavior. It utilizes ”run-to-failure” data and is suitable for maintenance decision-making.

The remaining useful life (RUL) is often estimated using this model-driven approach,

which helps guide maintenance decisions based on failure thresholds.[1]
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Data-Driven Based Technique

The data-driven approach utilizes previously collected data (training data) to examine

the characteristics of the current damage state and predict future trends. These methods

rely on frequent condition-monitoring data from device metrics gathered daily. Machine

learning techniques are employed in data-driven prognostics. Data-driven techniques are

quick and easy to implement. However, they require substantial data, and a balanced

approach, and carry the risk of overfitting.[1]

Hybrid based Techniques

A hybrid-based technique, also known as a fusion-based technique, integrates model-

based and data-driven approaches. It utilizes data to learn model parameters and lever-

ages knowledge of the physical process to determine the appropriate type of regression

analysis (such as linear, polynomial, or exponential). This method forecasts Remaining

Useful Life (RUL) independently and employs probability theory-based approaches to

combine multiple RUL prediction outcomes into a new RUL[1].

Advantages of RUL for Aircraft Engines

In the aviation sector, estimating the Remaining Useful Life (RUL) of aircraft engines

is crucial for ensuring operational effectiveness, dependability, and safety.

Predicting RUL offers several key advantages in aviation engine maintenance and oper-

ation. First, by predicting RUL, potential issues or failures in aviation engines can be

identified proactively, enhancing flight safety and reducing the risk of in-flight incidents

due to engine problems. Second, precisely forecasting RUL enables optimized mainte-

nance schedules, ensuring essential maintenance is performed at the right times, reducing

downtime, and maintaining engine health. Third, predictive maintenance based on RUL

prediction reduces the likelihood of costly problems, extends the life of engine compo-

nents, and lowers unplanned maintenance expenses, leading to significant cost savings

for airlines. Additionally, anticipating RUL helps airlines meet maintenance and safety

standards, ensuring airworthiness and compliance with regulations by keeping engines in

good working condition.[23]
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1.8 Related Works

In the field of aviation, there have been significant advancements in predictive methods

for various applications such as engine health monitoring, performance prediction, engine

aging prediction, and fault detection.

Table 1.4: Methods For Predicting The Health Of Aircraft Engines

Method Citation Title

Deep Neural Network [26] Aircraft Engine Health Prediction Using Deep Neural Networks

[27] Deep Learning Approach for Aircraft Engine Aging Prediction

[28] Deep Learning-Based Fuel Consumption Prediction for Aircraft Engines

[29] Deep Learning for Aircraft Engine Fault Detection and Troubleshooting

SVM [30] Support Vector Machines for Engine Aging Prediction

RNN [31] RNNs for Aircraft Engine Parameter Prediction

GBM [32] A light gradient boosting machine for remaining useful life estimation of aircraft engines

[33] A proposed algorithm based on gradient boosting for aero-engine thrust estimation on transition state.

[34] Aircraft engine reliability analysis using machine learning algorithms.

CNN-LSTM [35] Remaining useful life predictions for turbofan engine degradation based on concurrent semi-supervised model

[36] A Directed Acyclic Graph Network Combined With CNN and LSTM for Remaining Useful Life Prediction

[37] CNNs and LSTM for Engine Health Monitoring

Note that there exist modern models, such as semi-supervised models that com-

bine supervised and unsupervised approaches. These models, when applied to the same

data studied in this thesis, have demonstrated superior performance. For instance, the

article titled ’Remaining useful life predictions for turbofan engine degradation based on

a concurrent semi-supervised model’ [35] was published by Springer in 2022.

1.9 Comparison of Anomaly Detection Methods for

Engine Applications

Here, we present a comparison table summarizing the characteristics and performance

of various anomaly detection methods for engine applications.

This table highlights the sensitivity, complexity, and dataset suitability of these methods,

serving as a guide for selecting the most appropriate methods.
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Table 1.5: Table of Comparison Between the Different Methods Used in Prediction

Method Detection Sensitivity Computational Complexity Dataset Size Suitability

Z-Score Medium Low Small-Medium

IQR Low-Moderate Low Small-Medium

PCA Moderate Low-Medium Large

GB High Medium Small-Large

IF High Low-Medium Small-Large

Random Forest High Medium Small-Medium

LOF High Medium Small-Large

Decision Trees Low-Moderate Low Small-Medium

SVMs High Medium Small-Medium

KNN High Medium Small-Medium

Naive Bayes Moderate Low Small-Medium

Autoencoders High High Large

CNNs Moderate-High High Large

GANs High High Large

LSTM High High Large

RNNs Moderate-High High Large

GRU High Medium Medium-Large

Following the analysis provided in the table are the top five (5) methods we will

consider the most, based on how well they will suit our Remaining Useful Life dataset

These methods will; have higher sensitivity in detection, be employed on large datasets.

It is important to note that while the methods CNN, LSTM, and GRU are included

primarily due to their renowned efficacy in predictive tasks, the remaining methods were

chosen for their proven performance on larger datasets.
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1.10 Conclusion

In conclusion, this thesis will focus on Gradient Boosting, Support Vector Machines,

Convolutional Neural Networks, Long Short-Term Memory networks, and Gated Recur-

rent Units. These methods are chosen due to their high sensitivity in detection processes

and their suitability for working with large datasets, making them optimal for predictive

maintenance.
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Chapter 2
Architecture And Modeling

2.1 Introduction

This chapter presents a review of all the Machine and Deep learning methods we chose

in the first chapter to be employed in predicting the Remaining Useful Life for aircraft en-

gines. The methods to be examined include Gradient Boosting, Support Vector Machines,

Long Short-Term Memory, Gated Recurrent Units, and Convolutional Neural Networks.

The chapter delves into the methodologies architecture, including their structures and

algorithms for predicting the Remaining Useful Life (RUL).

2.2 Architecture Of the Used Prediction Models

2.2.1 Gradient Boosting

Gradient Boosting, known as the thrust method, is a powerful boosting algorithm

that combines several weak learners into strong learners, in which each new model is

trained to minimize the loss function such as mean squared error of the previous model

using gradient descent. In each iteration, the algorithm computes the gradient of the loss

function concerning the predictions of the current ensemble and then trains a new weak

model to minimize this gradient. The predictions of the new model are then added to the

ensemble, and the process is repeated until a stopping criterion is met.[9]

The following explanation is inspired by the official website GeeksforGeeks [9].

There is a technique called the Gradient Boosted Trees whose base learner is CART

(Classification and Regression Trees) as shown in figure 2.1 [9].
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Figure 2.1: Gradient Boosted Trees for Regression

The ensemble consists of N trees. Tree 1 is trained using the feature matrix X and

the labels y. The predictions labeled y1(hat) determine the training set residual errors

r1. Tree 2 is then trained using the feature matrix X and the residual errors r1 of Tree 1

as labels. The predicted results r1(hat) are then used to determine the residual r2. The

process is repeated until all the ensemble’s N trees are trained. There is an important

parameter used in this technique known as Shrinkage. Shrinkage refers to the fact that the

prediction of each tree in the ensemble is shrunk after it is multiplied by the learning rate

(eta) which ranges between 0 and 1. There is a trade-off between eta and the number of

estimators, decreasing learning rate needs to be compensated with increasing estimators

to reach certain model performance. Since all trees are trained now, predictions can be

made. Each tree predicts a label and the final prediction is given by the formula,

ypred = y1 + η · r1 + η · r2 + · · ·+ η · rN (2.1)

Gradient Boosting Implemented in Python

Gradient boosting is well-established through Python libraries. Here are the main four:

• XGBoost: eXtreme Gradient Boosting

• LightGBM: Light Gradient Boosting Machine
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• CatBoost: Categorical Boosting

• Scikit-learn: Has two estimators for regression and classification

The first three libraries are similar to each other: Dominant performance, GPU support,

Rich set of hyperparameters, and Very high community support.

A popular alternative to all these three libraries is Scikit-learn, on its own, is more

popular than the three libraries put together[9].

Besides, gradient boosting models built with Scikit-learn could be integrated into its rich

ecosystem like cross-validation estimators, data processors, etc.

However, we have to remember that Scikit-learn, has the disadvantage of being CPU-only.

Since gradient boosting is a computation-heavy algorithm, running it on a CPU could be

infeasible for large datasets.

Note that in this thesis, we will be using the Scikit-learn library.

Gradient Boosting Algorithm

This algorithm is inspired by the article titled ’ A comparative analysis of gradient

boosting algorithms ’ published by Springer in 2021[38].

Given a training dataset D = {(xi, yi)}Ni=1, the goal of gradient boosting is to find

an approximation, F̂ (x), of the function F ∗(x), which maps instances x to their output

values y, by minimizing the expected value of a given loss function, L(y, F (x)). Gradient

boosting builds an additive approximation of F ∗(x) as a weighted sum of functions:

Fm(x) = Fm−1(x) + γmhm(x), (2.2)

where γm is the weight of the m-th function, hm(x). These functions are the models

of the ensemble (e.g. decision trees). The approximation is constructed iteratively. First,

a constant approximation of F ∗(x) is obtained as

F0(x) = argmin
c

N∑
i=1

L(yi, c). (2.3)

Subsequent models are expected to minimize

(γm, hm) = argmin
γ,h

N∑
i=1

L(yi, Fm−1(xi) + γh(xi)). (2.4)
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However, instead of solving the optimization problem directly, each hm can be seen as a

greedy step in a gradient descent optimization for F ∗. For that, each model, hm, is trained

on a new dataset D = {(xi, rmi)}Ni=1, where the pseudo-residuals, rmi, are calculated by

rmi = −
[
∂L(yi, F (xi))

∂F (xi)

]
F (x)=Fm−1(x)

. (2.5)

The value of γm is subsequently computed by solving a line search optimization prob-

lem.

Note: Gradient boosting employs gradient descent to solve optimization problems due to

its straightforward application. However, gradient descent is also known for its potential

instability.
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2.2.2 Support Vector Machines(SVM)

The most basic idea of the SVM algorithm is to find a hyperplane in the sample space

based on the training set, separating the samples of different categories.[39]

This algorithm is inspired by the article titled ’Research and Application of AdaBoost

Algorithm Based on SVM’ published by IEEE in 2019 [39].

Mathematical Formulation

The following linear equation can describe the division of the hyperplane:

wTx+ b = 0 (2.6)

As can be seen from the above expression, the hyperplane is determined by the normal

vector w and the displacement b. Now assume that a point p is known on the plane, the

distance from p to the hyperplane is represented by d, and the formula for calculating d

is as follows:

d =
wTx+ b

∥w∥
(2.7)

To allow the hyperplane to classify the training samples correctly, we hope that the

two heterogeneous support vectors on both sides of the hyperplane can have a ”maximum

interval:

max =
2

∥w∥
(2.8)

For the convenience of calculation, it is usually rewritten as:

min =
1

2
∥w∥2 (2.9)

Where:

• w is the weight vector.

• b is the bias term.

As illustrated in Figure 2.2, the token is derived from the article ”Research and Ap-

plication of AdaBoost Algorithm Based on SVM” (2019) [39].
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Figure 2.2: Ilustration Of Support Vector Machines(SVM)
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2.2.3 Long Short Term Memory (LSTM)

A traditional RNN has a single hidden state that is passed through time, making

it difficult for the network to learn long-term dependencies. LSTMs address this prob-

lem by introducing a memory cell, which is a container that can hold information for

an extended period. LSTM networks are capable of learning long-term dependencies in

sequential data[20].

The memory cell is controlled by three gates: the input gate, the forget gate, and the

output gate. These gates decide what information to add to, remove from, and output

from the memory cell. The input gate controls what information is added to the memory

cell. The forget gate controls what information is removed from the memory cell. And

the output gate controls what information is output from the memory cell.[17]

This algorithm is inspired by the articles titled ”A Review of Deep Learning Meth-

ods Applied on Load Forecasting” (IEEE, 2017) [17] and ”Predictive Maintenance of

Aircraft Engine Using Deep Learning Technique” (IEEE, 2020) [20].

LSTM Cell Structure

An LSTM network consists of a series of LSTM cells, each with the following components:

Figure 2.3: Structure of an LSTM cell

With:

- Input gate (it)
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- Forget gate (ft)

- Output gate (ot)

- Cell state (Ct)

- Hidden state (ht)

Mathematical Formulation

At each time step t, the LSTM cell updates its states and outputs based on the following

equations:

it = σ(Wi · [ht−1, xt] + bi) (2.10)

ft = σ(Wf · [ht−1, xt] + bf ) (2.11)

ot = σ(Wo · [ht−1, xt] + bo) (2.12)

C̃t = tanh(WC · [ht−1, xt] + bC) (2.13)

Ct = ft ⊙ Ct−1 + it ⊙ C̃t (2.14)

ht = ot ⊙ tanh(Ct) (2.15)

where:

- xt is the input at time step t.

- ht−1 is the hidden state from the previous time step.

- it, ft, and ot are the input, forget, and output gates, respectively.

- C̃t is the candidate cell state.

- Ct is the cell state.

- σ is the sigmoid activation function.

- tanh is the hyperbolic tangent function.

- Wi,Wf ,Wo,WC are weight matrices.

- bi, bf , bo, bC are bias vectors.

- ⊙ denotes element-wise multiplication.

Explanation of Gates

• Input Gate (it): Determines how much of the new information from the input C̃t

should be added to the cell state Ct.
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• Forget Gate (ft): Decides how much of the previous cell state Ct−1 should be

carried forward to the current cell state Ct.

• Output Gate (ot): Controls the amount of the cell state Ct to be exposed to the

output as hidden state ht.

• Candidate Cell State (C̃t): Represents the new information generated from the

current input and previous hidden state.

• Cell State (Ct): Acts as the memory of the network, accumulating important

information across time steps.

• Hidden State (ht): Represents the output of the LSTM cell at each time step,

incorporating both current input and past information.
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2.2.4 Gated Recurrent Unit (GRU)

Gated Recurrent Unit (GRU) is a type of recurrent neural network (RNN) that was

introduced by Cho et al. in 2014 it is designed to address the vanishing gradient problem

and improve the learning of long-term dependencies.[21]

The basic idea behind GRU is to use gating mechanisms to selectively update the hidden

state of the network at each time step. The gating mechanisms are used to control the

flow of information in and out of the network. The GRU has two gating mechanisms,

called the reset gate and the update gate [21].

The reset gate determines how much of the previous hidden state should be forgotten,

while the update gate determines how much of the new input should be used to update

the hidden state[21].

This algorithm is inspired by the article titled ’Attention-Based GRU-LSTM for Soft-

ware Defect Prediction’[21].

GRU Cell Structure

A GRU network consists of a series of GRU cells, each with the following components:

Figure 2.4: Structure of a GRU cell

With:

- Update gate (zt)
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- Reset gate (rt)

- Hidden gate (ht)

- Candidate hidden state h̃t

Mathematical Formulas

Given input sequence {x1, x2, . . . , xT}:

• Update gate zt:

zt = σ(Wz · [ht−1, xt] + bz) (2.16)

• Reset gate rt:

rt = σ(Wr · [ht−1, xt] + br) (2.17)

• Candidate hidden state h̃t:

h̃t = tanh(W · [rt ⊙ ht−1, xt] + b) (2.18)

• New hidden state ht:

ht = (1− zt)⊙ ht−1 + zt ⊙ h̃t (2.19)

With: σ: Sigmoid activation function.

tanh: Hyperbolic tangent activation function.

⊙: Element-wise multiplication.

Wz,Wr,W : Weight matrices for the update gate, reset gate, and candidate hidden state.

bz, br, b: Bias vectors for the update gate, reset gate, and candidate hidden state.

ht: Hidden state at time step t.

ht−1: Hidden state at the previous time step t− 1.

xt: Input at time step t.
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2.2.5 Convolutionnal Neural Network (CNN)

Convolutional Neural Networks (CNNs) are a class of deep learning models specifically

designed for processing structured grid data, such as images. The key components of a

CNN are convolutional layers, pooling layers, and fully connected layers.[17]

This algorithm is inspired by the article titled ’A Review of Deep Learning Methods

Applied on Load Forecasting’ published by IEEE in 2017 [17].

Architecture

A typical CNN consists of the following layers:

• Input Layer

• Convolutional Layer

• Activation Function (ReLU)

• Pooling Layer

• Fully Connected Layer

• Output Layer

Figure 2.5: Architecture of a CNN Model
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Explanation of Terms

• Convolutional Layer: This layer applies a convolution operation(involving a filter

(or kernel) across the input data, computing the dot product between the filter and

the input at every position) to the input, passing the result to the next layer.

• Filter (Kernel): A small matrix is used to detect features in the input.

• Stride: The number of pixels by which the filter matrix is moved across the input

matrix.

• Padding: Adding extra pixels around the input matrix to control the spatial size

of the output.

• Pooling Layer: Reduces the dimensionality of each feature map while retaining

the most important information.

• Max Pooling: A pooling operation that selects the maximum element from the

region of the feature map covered by the filter.

• Flattening: Converts the pooled feature map into a single-column vector.

• Fully Connected Layer: A layer where each neuron is connected to every neuron

in the previous layer.

• Activation Function: A function applied to each neuron output to introduce

non-linearity (e.g., ReLU, sigmoid).

Algorithm Steps

1. Convolutional Layer The convolutional layer applies a set of learnable filters (ker-

nels) to the input image to extract features such as edges, textures, and patterns.

• Convolution Operation:

yi,j = (x ∗ w)i,j =
kH−1∑
m=0

kW−1∑
n=0

C−1∑
c=0

xi+m,j+n,cwm,n,c (2.20)

where x is the input image, w is the filter, and y is the feature map.

Each filter w slides over the input x and computes the dot product between the

filter and a local region of the input image to produce a feature map y.
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2. Activation Function The activation function introduces non-linearity into the

model. The most common activation function used in CNNs is the Rectified Linear Unit

(ReLU).[22]

• ReLU Function:

ReLU(z) = max(0, z) (2.21)

where z is the input to the activation function.

ReLU sets all negative values in the feature map to zero, allowing the network to

learn non-linear relationships.

3. Pooling Layer The pooling layer reduces the dimensionality of the feature maps,

making the computation more efficient and reducing the risk of overfitting. The most

common type of pooling is max pooling.[22]

• Max Pooling:

yi,j = max
0≤m≤PH−1

max
0≤n≤PW−1

xi+m , j+n (2.22)

where x is the input feature map, and y is the pooled feature map.

Max pooling takes the maximum value from a set of neighboring values (usually in

a 2× 2 window), reducing the spatial dimensions of the feature map.

4. Fully Connected Layer The fully connected layer takes the high-level features

produced by the convolutional and pooling layers and uses them to classify the image into

a label.

ŷ = σ(W · x+ b) (2.23)

where W is the weight matrix, x is the input vector (flattened feature map), b is the

bias vector, and σ is an activation function.

Note: The convolutional neural network uses stochastic gradient descent (SGD) to

solve its optimization problem.

38



chapter 2 Architecture And Modeling

2.2.6 CNN-LSTM Approach

The combination of Convolutional Neural Networks (CNN) and Long Short-TermMem-

ory networks (LSTM) forms a hybrid architecture that combines the strengths of both

networks by first using CNN layers to extract spatial features from the input data, and

then feeding these features into LSTM layers to learn the temporal dependencies. This

approach is particularly useful for time-series prediction tasks.[35][40]

This approach is inspired by the article titled ’Intrusion Detection System in the Ad-

vanced Metering Infrastructure: A Cross-Layer Feature-Fusion CNN-LSTM-Based Ap-

proach’ (2021) [40].

Architecture Overview

• Input Layer: The raw input data is typically a time-series signal or a sequence of

observations over time.

• CNN Layers: Convolutional layers are applied to the input data to extract high-

level features. This may include multiple convolutional and pooling layers to capture

different levels of abstraction.

• Flatten Layer: The output of the CNN layers is flattened to a 1D vector, which

serves as the input to the LSTM layers.

• LSTM Layers: LSTM layers process the sequential data, capturing the temporal

dependencies and providing a rich representation of the temporal dynamics.

• Dense Layers: Fully connected layers may be used after the LSTM layers to

perform the final regression or classification task, such as predicting the RUL.

• Output Layer: The final output layer provides the prediction, which in this case

would be the RUL.
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Mathematical Formulation of CNN-LSTM

Let Xt represent the input sequence at time t. The CNN layer applies a series of convo-

lutions and pooling operations to extract features Ft:

Ft = CNN(Xt) (2.24)

The features Ft are then fed into the LSTM layer:

ht = LSTM(Ft, ht−1) (2.25)

The final prediction is obtained through a dense(fully connected) layer:

ŷt = Dense(ht) (2.26)

The output is y ∈ R, the predicted RUL. The dense layer operation is given by:

y = Wd · ht + bd (2.27)

The dense layer applies a linear transformation to ht using weights Wd and biases bd to

produce the final prediction y.

Advantages of CNN-LSTM

• Spatial-Temporal Feature Extraction: CNNs effectively capture local spatial

patterns, while LSTMs capture long-term dependencies.

• Improved Performance: By leveraging both spatial and temporal features, CNN-

LSTM models often perform better in sequential data tasks than using CNN or

LSTM alone.

• Flexibility: This architecture can be applied to various time-series prediction prob-

lems.
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2.3 Data Processing

Data Processing refers to the series of operations performed on the data to transform it

into a structured, clean, and meaningful format. This step is crucial in ensuring that the

data is accurate, consistent, and free from errors or noise that could affect the performance

of machine learning models.

2.3.1 StandardScaler

The StandardScaler is a preprocessing tool from the sklearn.preprocessing mod-

ule that standardizes features by removing the mean and scaling to unit variance. This

process is also known as z-score normalization.

The Z-Score normalization is inspired by the article titled ’ Reliability Engineering and

System Safety’ (2019) [41]

Mathematically, the StandardScaler transforms each feature xi in the dataset as

follows:

zi =
xi − µ

σ
(2.28)

With: For each feature x in the dataset, calculate the mean (µ) and the standard

deviation (σ).

µ =
1

N

N∑
i=1

xi (2.29)

σ =

√√√√ 1

N

N∑
i=1

(xi − µ)2 (2.30)

where N is the number of samples.

And:

• xi is the original feature value,

• µ is the mean of the feature values,

• σ is the standard deviation of the feature values,

• zi is the standardized feature value.
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This transformation results in a new feature zi with a mean of 0 and a standard

deviation of 1. The process is applied to each feature independently.

2.3.2 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a dimensionality reduction technique that trans-

forms data into a set of orthogonal (uncorrelated) components. This transformation

reduces the dimensionality of the dataset while preserving as much variance as possible.

PCA computes the eigenvectors of the covariance matrix and maps the original data

onto a lower dimensional feature space defined by eigenvectors with large eigenvalues.[42]

Architecture Overview

This explanation is inspired by the article titled ’Comparison of Feature Extraction with

PCA and LTP Methods and Investigating the Effect of Dimensionality Reduction in the

Bat Algorithm for Face Recognition ’[42].

The training dataset {X1, X2, X3, . . . , XN} is considered. The average face of the set is

defined by this relation:

X̄ =
1

N

N∑
i=1

Xi (1)

The estimation covariance matrix should be calculated to show the degree of dispersion

in all the feature vectors that are related to the mean vector. The covariance matrix Q is

defined by the following:

Q =
1

N

N∑
i=1

(X −Xi)(X −Xi)
T (2.31)

The eigenvectors and their corresponding eigenvalues are calculated using

QV = λV (V ̸= 0) (2.32)

where V is the set of the matrix of eigenvectors Q, which is related to its own eigen-

value, i.e., λ. All educational data of the i-th entity is embedded in a specialized subspace:

yki = W T (xi) (i = 1, 2, . . . , N) (2.33)

where yki are called principal components.
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2.3.3 Windowing Process

Windowing is a crucial data preprocessing technique used in time-series analysis to

convert a sequence of observations into smaller, overlapping segments called windows.

This approach helps in capturing temporal patterns and dependencies within the data,

making it suitable for models like CNN-LSTM that require fixed-size inputs.

Architecture Overview

Given an input sequence {x1, x2, . . . , xT}, the windowing process creates a set of

overlapping windows, each of length W . For a window size W and stride S, the i-th

window Wi is defined as:

Wi = {xiS+1, xiS+2, . . . , xiS+W}

where i = 0, 1, 2, . . . ,
⌊
T−W

S

⌋
.

This means that for each window Wi, the elements are taken from the input sequence

starting from index iS + 1 to iS +W .

43



chapter 2 Architecture And Modeling

2.4 Performance Assessment

In most recent research, the root-mean-square error (RMSE) is used to assess models[41][17].

The RMSE is a parameter that is normally used in data processing problems[41].

The Root Mean Squared Error (RMSE) is a standard way to measure the error of a model

in predicting quantitative data. It is particularly useful in the context of regression mod-

els.

The mathematical formulas are inspired by the article titled ’A Review of Deep Learning

Methods Applied on Load Forecasting’ published by IEEE in 2017 [17].

Compute RMSE for each fold

RMSEj =

√√√√ 1

Nval,j

Nval,j∑
i=1

(yval,j,i − ŷval,j,i)2 (2.34)

Average RMSE

Average RMSE =
1

k

k∑
j=1

RMSEj (2.35)

With:

• Nval,j is the number of samples in the validation set of the j-th fold.

• yval,j,i is the true value of the i-th sample in the validation set of the j-th fold.

• ŷval,j,i is the predicted value of the i-th sample in the validation set of the j-th fold.

• k is the number of folds in the cross-validation.
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2.5 Conclusion

This chapter has provided a review of the Machine and Deep Learning methods em-

ployed in predicting the Remaining Useful Life (RUL) of aircraft engines. The methods

examined include Gradient Boosting, Isolation Forest, Local Outlier Factor, Support Vec-

tor Regression, Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), and

Convolutional Neural Network (CNN), as well as a combined CNN-LSTM approach.

The chapter detailed the architecture of these methods, encompassing their structures and

algorithms. Additionally, it discussed the data processing algorithms used, such as Stan-

dardScaler, PCA normalization, and windowing, along with the performance assessment

metric, Root Mean Square Error (RMSE).
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Chapter 3
Implementation

3.1 Introduction

This chapter provides an overview of the development tools and software used to obtain

the results discussed in this thesis. It also includes an explanation of turbofan engines

as per the NASA PHM08 dataset. Additionally, it applies the methodology outlined in

the second chapter to achieve the primary objective of this thesis: developing a model for

predicting the Remaining Useful Life (RUL) of aircraft engines, along with the evaluation

of results.

3.2 Gas Turbine Engine

A gas turbine engine is a type of turbine engine that spins pressurized gas to produce

electricity or supply kinetic energy for an aircraft [1].

There are primarily five categories of gas turbine engines: turbojet, turbofan, turboprop,

turboshaft, and ramjet engines.[1]

Turbofan engines are widely used in airliners due to their high thrust and efficiency. These

engines work by converting fuel energy into shaft power, which drives the aircraft forward.

A turbofan engine consists of several components, including an air intake, compressors, a

combustion chamber, turbines, and an exhaust nozzle[1].

Here’s how it works: Air is first drawn in and compressed to high pressure. It then

enters the combustion chamber, mixing with fuel and igniting, producing high-velocity,

hot gases. These gases flow through turbines, extracting energy to drive the compressor.

47



chapter 3 Implementation

Finally, the high-speed exhaust gases exit through the nozzle, creating thrust that propels

the aircraft[1].

One of the main advantages of turbofan engines is their fuel efficiency and relatively low

noise levels compared to turbojet engines. However, they are larger and less efficient at

very high altitudes, which are considered their drawbacks.[1]

3.2.1 Parts of a Gas Turbofan Engine

The operation of a turbofan engine is explained in detail below. The engine comprises

five primary components, as depicted in Figure 3.1, adapted from Shutterstock’s turbofan

website [43].

Figure 3.1: Illustration Of The Main Components of Turbofan Aircraft Engines

Figure 3.1 is adapted from the ”NASA Predictive Maintenance (RUL)” notebook

available on Kaggle [44].

Air inlet

Air flows through the engine from left to right, passing through the fan. The fan plays

a critical role in generating the majority of the thrust produced by the turbofan engine.

It is connected to the low-pressure compressor and the low-pressure turbine via a shaft.

Much of the air that passes through the fan bypasses the engine’s core, a pathway known

as bypass air. This air never comes into contact with other engine components and is
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directly expelled from the rear of the engine.[1]

The remaining air flows into the core of the engine and then enters the low-pressure

compressor.

Compressor

The compressor’s primary role is to raise the air’s pressure and temperature, preparing it

for combustion[1]. There are two main types of compressors: the low-pressure compressor

(LPC) and the high-pressure compressor (HPC). The LPC is linked to the fan and the

low-pressure turbine by the low-pressure shaft. The HPC is positioned just after the

LPC and just before the combustor. It is connected to the high-pressure turbine by the

high-pressure shaft.[1]

Combustor

The hot, high-pressure air that moves through the compressor mixes with fuel and is

ignited in the combustion chamber. This process, known as combustion, leads to the

production of extremely hot and fast-moving gases. These gases are then used to drive

the turbine.[1]

The combustion chamber, located immediately after the compressor, is constructed from

materials capable of withstanding the high temperatures produced during combustion. It

is situated at the core of the engine.

Turbine

The turbine is made up of a row of spinning blades. It receives high-temperature, high-

velocity gas from the combustor, which passes through the turbine, extracting energy.

This energy is then transferred to the compressor and fan via a connecting shaft, helping

them spin. As a result of the energy extraction by the turbine, the temperature and

pressure of the air leaving the turbine are relatively low.[1]

There are two main types of turbines: the high-pressure turbine (HPT) and the low-

pressure turbine (LPT). The HPT is positioned downstream of the combustor or burner

and upstream of the LPT. In contrast, the LPT is located downstream of the HPT and

upstream of the exhaust nozzle. [1]
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Exhaust Nozzle

The exhaust nozzle is positioned at the far right of the engine, immediately after the

turbine. It serves as the final passage for air exiting the engine. This tube-shaped com-

ponent plays a crucial role in generating extra thrust, aiding the engine in its forward

movement [1]. Moreover, it also helps regulate pressure within the engine which helps

other components functioning properly.

3.2.2 Turbofan Engine Malfunction

All systems degrade over time due to factors like usage and environmental conditions.

Gas turbine engines, for example, can experience harsh environmental and operational

conditions such as corrosion, wear, and erosion. If a ”run-to-failure” approach is taken,

these issues can eventually lead to expensive and catastrophic failures.[1]

To effectively monitor gas turbine engine performance, over two hundred sensors are

typically installed in each engine. These sensors help track the engine’s health, which

deteriorates over time. Various engine variables, known as health parameters, greatly

influence engine condition. Since different engines have unique health parameters, moni-

toring and assessing these variables is crucial for enhancing engine lifespan, performance,

and reliability.[1]

However, due to aircraft complexity and the occasional unavailability of devices to mea-

sure certain parameters, directly measuring all health parameters can be challenging.[1]

Therefore, it is crucial to have fault diagnosis prognostics, and health management (PHM)

for engines. Predicting an engine’s remaining useful life (RUL) is particularly difficult and

challenging within PHM.[1]
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3.3 Data Sourcing

This thesis uses a data-driven method of anomaly identification by predicting RUL after

examining the sensor values.

An available dataset from the Kaggle repository was utilized to predict RUL after examin-

ing the sensor’s values. The NASA Predictive Maintenance dataset is an industrial dataset

from the Kaggle repository https://www.kaggle.com/datasets/behrad3d/nasa-cmaps [45],

Its sensor data is collected from industrial turbofan engines during operation.

3.3.1 C-MAPSS for Turbofan Engines RUL Prediction

Figure 3.2: Simplified Diagram Of Engine

Simulated C-MAPSS

Figure 3.3: C-MAPSS modular components

Figures 3.2 and 3.3 are both referenced from the PhD thesis entitled ”Remaining useful

life prediction of a turbofan engine using deep layer recurrent neural networks,” published

in 2021 by Thakkar [1].

In this study, we distinguish between training and testing trajectories. Training

trajectories are sets of full run-to-failure data that serve to train the algorithms. Con-

versely, test trajectories are shorter instances of data leading up to a failure point, used

for testing purposes. Four different operating conditions are simulated across these tra-

jectories, as outlined in Table 3.1 [1].

Data for each trajectory is stored in a CSV file, with each row representing a time step

(measured in cycles) and containing 21 sensor measurements, three operating conditions,
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and additional relevant information (see Table 3.2)[1].

In the C-MAPSS dataset, the data represents a group of similar engines, with each engine

being identified by a Unit Number [1].

Table 3.1: C-MAPSS Dataset[1]

Data-Set Train Trajectory Test Trajectory Condition Fault Mode

FD-001 100 100 One (Sea Level) One (HPC)

FD-002 260 259 six One (HPC)

FD-003 100 100 One (Sea Level) Two (HPC,Fan)

FD-004 248 249 Six Two(HPC,Fan)

Table 3.2: Variables C-MAPSS Dataset[1]

Data Description

Unit number

Time (in cycles)

Operational setting 1

Operational setting 2

Operational setting 3

Sensor measurement 1

Sensor measurement 2

...

Sensor measurement 21

The engine’s performance is significantly impacted by three operational settings

recorded in the dataset. Each trajectory in the training sets starts with the engine op-

erating normally, experiencing an unknown initial level of deterioration before failure is

identified. Additionally, sensor noise has affected the data. In the test set, the time series

stops just before the engine fails, and the Remaining Useful Life (RUL) for each test

engine is provided in a separate CSV file.[1]

3.3.2 Understanding the NASA Dataset

This section delves into the characteristics of the NASA Predictive Maintenance

dataset obtained from the Kaggle repository [45], which serves as the foundation for

the research on anomaly detection in aircraft engines.
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Data Structure and Content

These datasets comprise three operational settings and twenty-one (21) sensor mea-

surements susceptible to sensor noise. The data is divided into three sets: training,

testing, and RUL.[1]

The first two columns in the dataset indicate the unit number and operational

time in cycles, while columns three, four, and five represent operational settings[1]. The

remaining columns contain sensor measurements as detailed in Table 3.3

Table 3.3: Sensor Measurements[1]

Symbol Description Unit

Sensor 1 T2 Total temperature at fan inlet °R

Sensor 2 T24 Total temperature at LPC outlet °R

Sensor 3 T30 Total temperature at HPC outlet °R

Sensor 4 T50 Total temperature at LPT outlet °R

Sensor 5 P2 Pressure at fan inlet psia

Sensor 6 P15 Total pressure in bypass-duct psia

Sensor 7 P30 Total pressure at HPC outlet psia

Sensor 8 Nf Physical fan speed rpm

Sensor 9 Nc Physical core speed rpm

Sensor 10 epr Engine pressure ratio -

Sensor 11 Ps30 Static pressure at HPC outlet psia

Sensor 12 phi Ratio of fuel flow to Ps30 pps/psi

Sensor 13 NRf Corrected fan speed rpm

Sensor 14 NRc Corrected core speed rpm

Sensor 15 BPR Bypass ratio -

Sensor 16 farB Burner fuel-air ratio -

Sensor 17 htBleed Bleed Enthalpy -

Sensor 18 Nf-dmd Demanded fan speed rpm

Sensor 19 PCNfR-dmd Demanded corrected fan speed rpm

Sensor 20 W31 HPT coolant bleed lbm/s

Sensor 21 W32 LPT coolant bleed lbm/s

Data Goal

The primary objective associated with this dataset is to predict the Remaining Useful

Life (RUL) of each engine within the test set and compare it with the true RUL provided.
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3.4 Presentation of Development tools

Here is a comprehensive list of the tools utilized in this project. These tools have

played a pivotal role in successfully executing the project tasks and objectives.

Table 3.4: Table of the Tools Used In The Thesis

Category Tool Description

PROGRAMMING

LANGUAGE

Python Python is an interpreted programming language that

is used for a variety of applications such as web de-

velopment, data analysis, artificial intelligence, and

scientific computing.[46]

PROGRAMMING

TOOLS

Jupyter Notebook Jupyter Notebook is the latest web-based interactive

development environment for notebooks, code, and

data. [47]

COLLABORATION

TOOLS

Overleaf Overleaf is an online LaTeX editor that allows you

to create and collaborate on documents in real time.

[48]

Kaggle Kaggle is an online community platform for data sci-

entists and machine learning enthusiasts, it provides

datasets and notebooks. [49]

GitHub GitHub is a web-based platform that hosts and man-

ages Git repositories made for collaborative coding

projects.[50]

3.5 Evaluation and Analysis of Results

3.5.1 Processing Datasets

In our implementation, we employ the StandardScaler class from the ’sklearn.preprocessing’

module, which is part of the ’scikit-learn’ library in Python. The StandardScaler stan-

dardizes the features by removing the mean and scaling them to unit variance. This is

achieved through the ’fit-transform’ method, which first calculates the mean and stan-

dard deviation of the training data (fit) and then applies the transformation (transform)
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to standardize the data. The specific code utilized is ’StandardScaler().fit-transform()’,

ensuring that each feature contributes equally to the model training process by having a

mean of 0 and a variance of 1.

Figure 3.4: Diagram Of The main steps of Data Processing Followed IN the Code

Next, we apply Principal Component Analysis (PCA) using the PCA class from the

’sklearn.decomposition’ module of the ’scikit-learn’ library. PCA is utilized to reduce the

dimensionality of the data by transforming it into a set of orthogonal components. These

components capture the majority of the variance present in the original data. The method

’PCA().fit-transform()’ is employed to fit the PCA model to the data and transform it

into its principal components, retaining only the most significant components.

Finally, we use a custom windowing function to segment the data into overlapping win-

dows, essential for capturing temporal patterns in time series data. In our implementation,

we set the ’sequence-length’ to 50 and the ’step-size’ to 1, ensuring that each window con-

sists of 50 data points with a stride of 1 between consecutive windows. This approach

effectively preserves the temporal dependencies within the data, which is crucial for ac-

curate time series analysis.

Each step ensures that the data is optimally prepared for the subsequent stages of model

training and evaluation, as shown in Figure 3.4.
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3.5.2 Compute Remaining Useful Life

The Remaining Useful Life can be computed in several ways. One method is to get

each unit-id maximum time cycle first, and then make the following difference:

This explanation is based on the article ”Predicting the Remaining Useful Life of

Turbofan Engine” by Eugenia Anello [24]

Assessment Of Models Performances

The assessment of model performance based on Expected vs. Predicted Remaining

Useful Life, as illustrated in the figures below. Among the models evaluated, SVM displays

considerable discrepancies between expected and predicted RUL, indicating limitations in

its predictive capabilities.

In contrast, LSTM, CNN-LSTM, and CNN models exhibit notably superior performance,

with expected and predicted RUL closely aligned.

Figures 3.5 to 3.28 illustrate the predicted and expected Remaining Useful Life (RUL)

for the four datasets across all applied models. In these figures, red denotes the expected

RUL, while green indicates the predicted RUL, as shown below:

Figure 3.5: Comparison of Expected and Predicted RUL of CNN Model FD-001
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Figure 3.6: Comparison of Expected and Predicted RUL of CNN Model FD-002

Figure 3.7: Comparison of Expected and Predicted RUL of CNN Model FD-003

Figure 3.8: Comparison of Expected and Predicted RUL of CNN Model FD-004
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Figure 3.9: Comparison of Expected and Predicted RUL of CNN-LSTM Model FD-001

Figure 3.10: Comparison of Expected and Predicted RUL of CNN-LSTM Model FD-002

Figure 3.11: Comparison of Expected and Predicted RUL of CNN-LSTM Model FD-003

58



chapter 3 Implementation

Figure 3.12: Comparison of Expected and Predicted RUL of CNN-LSTM Model FD-004

Figure 3.13: Comparison of Expected and Predicted RUL of LSTM Model FD-001

Figure 3.14: Comparison of Expected and Predicted RUL of LSTM Model FD-002

59



chapter 3 Implementation

Figure 3.15: Comparison of Expected and Predicted RUL of LSTM Model FD-003

Figure 3.16: Comparison of Expected and Predicted RUL of LSTM Model FD-004

Figure 3.17: Comparison of Expected and Predicted RUL of GBM Model FD-001
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Figure 3.18: Comparison of Expected and Predicted RUL of GBM Model FD-002

Figure 3.19: Comparison of Expected and Predicted RUL of GBM Model FD-003

Figure 3.20: Comparison of Expected and Predicted RUL of GBM Model FD-004
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Figure 3.21: Comparison of Expected and Predicted RUL of GRU Model FD-001

Figure 3.22: Comparison of Expected and Predicted RUL of GRU Model FD-002

Figure 3.23: Comparison of Expected and Predicted RUL of GRU Model FD-003
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Figure 3.24: Comparison of Expected and Predicted RUL of GRU Model FD-004

Figure 3.25: Comparison of Expected and Predicted RUL of SVM Model FD-001

Figure 3.26: Comparison of Expected and Predicted RUL of SVM Model FD-002
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Figure 3.27: Comparison of Expected and Predicted RUL of SVM Model FD-003

Figure 3.28: Comparison of Expected and Predicted RUL of SVM Model FD-004

The evaluation of model performance shown in the figures above centers on the com-

parison of Expected vs. Predicted Remaining Useful Life. Among the models scrutinized,

SVM reveals significant disparities between expected and predicted RUL, underscoring

constraints in its predictive accuracy. Conversely, LSTM, CNN-LSTM, and CNN models

showcase notably robust performance, demonstrating closely aligned expected and pre-

dicted RUL values. This disparity highlights their efficacy in accurately forecasting the

remaining useful life of the engines under examination.
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3.5.3 Performance Comparison Of The Used Methods

In selecting the optimal model for predicting Remaining Useful Life (RUL) across

different datasets, the key criterion is to choose a model that consistently achieves the

lowest Root Mean Square Error (RMSE) across all datasets.

Table 3.5: RMSE Results for the Applied Models

Method FD-001 FD-002 FD-003 FD-004

GBM 28.18 29.80 40.99 41.08

LSTM 27.14 31.04 40.98 40.64

SVM 48.18 56.54 57.79 62.18

GRU 30.8 30.37 30.83 40.79

CNN 27.15 30.80 30.53 42.00

CNN-LSTM 24.14 29.50 35.52 38.74

As Table 3.7 shows among the models evaluated, the CNN-LSTM model stands out

as the top performer among the applied models for the FD-001, FD-002, and FD-004

datasets, with an RMSE of 24.14, 29.50, and 38.84 respectively. The Convolutional Neu-

ral Network (CNN) model exhibits superior performance for the FD-003 dataset, recording

an RMSE of 30.53.

Despite these individual achievements, if one seeks a single model that consistently

performs well across all datasets, the CNN-LSTM model emerges as the most effective

choice, as shown in Table 3.9.

Table 3.6: The Average RMSE Of The Applied Models

Model GBM GRU LSTM CNN CNN-LSTM SVM

RMSE 35.0125 33.1975 34.95 32.62 31.97 56.1725

The CNN-LSTM model showcases competitive performances across all datasets.
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3.6 Conclusion

This chapter has presented an in-depth overview of the dataset employed in this the-

sis, as well as a comprehensive explanation of the focal point of the study, which is the

Turbofan engine.

Additionally, this chapter has shown results indicating that the CNN-LSTMmodel demon-

strates a slightly improved overall performance.

Consequently, the CNN-LSTM model could be considered the optimal choice for imple-

mentation in predicting the Remaining Useful Life (RUL) across diverse datasets within

the realm of aircraft engine maintenance.
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This thesis has presented a comprehensive study on the implementation of a predictive

system for aircraft engine maintenance, focusing on the application of Machine Learning

(ML) and Deep Learning (DL) methods to predict the Remaining Useful Life (RUL) of

the Aircraft Engine.

The comparison of the models, namely Gradient Boosting, Support Vector Ma-

chines, Gated Recurrent Unit, Convolutional Neural Networks, Long Short Term Memory,

and CNN-LSTM using the PHM08 NASA dataset has provided valuable insights.

The results have shown that the CNN-LSTM Model outperforms the other methods

regarding Root Mean Square Error (RMSE), making it the most suitable method for

RUL prediction in this context. This finding underscores the importance of selecting the

appropriate Machine Learning algorithm for predictive maintenance tasks, as it can sig-

nificantly impact the accuracy and reliability of the predictions.

By accurately predicting the RUL of aircraft engines, maintenance schedules can

be optimized, leading to reduced downtime and operational costs. Moreover, the system

can enable proactive maintenance strategies, preventing unexpected failures and ensuring

the continued airworthiness of the engines.
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Looking ahead, there are several avenues for further research and development in

the field of predictive maintenance for aircraft engines. For example, the integration of

advanced sensor technologies, such as IoT devices, enables real-time monitoring and early

detection of potential issues.

In conclusion, this thesis highlighted the importance of machine learning methods

in improving the reliability and safety of aircraft engines. The findings and methodologies

presented in this research can serve as a valuable reference for researchers and practi-

tioners in the field, guiding future efforts toward more efficient and effective predictive

maintenance practices in the aviation industry.
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