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Abstract 

Since the discovery of graphene in 2004, this has opened a wide scope for the 
study of this substance with special characteristics; It also opened the way for what is 
known as two-dimensional materials, Particularly metallic transition decalicogridines, 
the most important of which is MoS2. 

In this thesis, we simulated an experiment by a group of researchers headed by 
“Yuka Tsuboi”, “Feijiu Wang”, “Daichi Kozawa”, based on the silvaco TCAD program.  

The team compared two solar cells consisting of graphene and silicon n-type and the 
graphene / MoS2 / silicon n-type. 

We performed this simulation under AM1.5 radiation and we got a yield of about 
10% for the cell to which I added a nanometer strip of sulfur molybdate. 

Résumé 

Depuis la découverte du graphène en 2004, cela a ouvert un vaste champ pour 
l’étude de cette substance aux caractéristiques spéciales; Il a également ouvert la voie 
à ce que l’on appelle les matériaux bidimensionnels, notamment les décalcogridines à 
transition métallique, dont le plus important est le MoS2. 

Dans cette thèse, nous avons simulé une expérience menée par un groupe de 
chercheurs dirigé par « Yuka Tsuboi », « Feijiu Wang » et « Daichi Kozawa », sur la 
base du programme silvaco TCAD, L’équipe a comparé deux cellules solaires 
constituées de graphène et de silicium de type n et du graphène / MoS2 / silicium de 
type n. 

Nous avons effectué cette simulation sous rayonnement AM1.5 et nous avons 
obtenu un rendement d’environ 10% pour la cellule à laquelle nous avons ajouté la 
bande nanométrique de molybdate de soufre. 

 ملخص

 ϡΎف الجرافين في عΎفتح  2004منذ اكتش Ύئص المميزة كمΎالخص Εدة ذاΎهذه الم Δلدراس Ύاسعϭ لΎمج ϙفتح ذل
 ΔئيΎاد ثنϭلمΎيعرف ب Ύبعد لم Ύل في مΎدالمجΎمن  اأبعϭ ل المعدنيΎϘاانت ΕΎجيدينϭليكΎديك ΔصΎخϭΎϬأهم  ΕΎليبدينϭم

ΕالكبريMoS2 . 

 "فيجϭ ϭانغ"ϱϭ ϭ"يϭكΎ تسϭب"Ύة لتجربΔ قϡΎ بΎϬ مجمϭعΔ من البΎحثين يترأسϡϬ محΎك بإجراءلϘد قمنΎ في هذه المذكرة 
ϭ"تدايϭزاϭا"شي ك  ϙذلϭΎستعمΎلب  Εصاϭه المΎزة أشبϬة أجΎكΎمج محΎبرنSILVACO ATLAS  (TCAD).  ϕريϔال ϡΎحيث ق

ϭالثΎنيΔ من الجرافين /مϭليبدينΕΎ الكبريϭsilicon n-type  Ε بΎلمΎϘرنΔ بين خϠيتين شمسيتين تتكϭن اأϭلϰ من الجرافين
MoS2  /silicon n-type. 

Ύأجرين  Εة تحΎكΎعهذه المحΎإشع AM1.5  ΏرΎϘد يϭمرد ϰϠع ΎنϠشريط  %10فتحص ΎϬل Ύنϔالتي أض ΔيϠخϠل ΔلنسبΎب
.Εالكبري ΕΎليبيدنϭمن م ϱمترϭنΎن 
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I. GENERAL INTRODUCTION 

With an increase in low dimensional material research, the 2D materials 

(atomically thin materials) have been widely and intensively studied from the 

viewpoints of both fundamental physics and applications.2–9  

The discovery of "graphene", the first two-dimensional flat material, in 

which carbon atoms are arranged periodically in a honeycomb lattice, is the 

block for most of the allotropes of carbon except diamond and amorphous 

structures. Graphene has shown highly desirable properties such as high 

transparency, extremely high charge carrier mobility, thermodynamic stability 

and mechanical hardness [10]. 

Graphene in its primary stage of development has been a very good 

candidate for applications such as field-effect transistors [11], transparent 

electrodes [12], liquid crystal devices [13], ultra-capacitors, ultra-tough paper 

[14], gas molecule detection [15], Li ion battery [16], field electron emitters 

[17,18] and solar cells [19,20] 

The high transparency accompanied with large conductivity favors 

graphene as a very suitable material for transparent conductive electrode for 

thin film solar cells. Another important aspect of graphene is its thickness 

dependent semiconducting property which may favor its application in forming 

Schottky junction with suitable metals. 

Transition-metal dichalcogenides (TMDs) (MX2; M = Mo, W; X = Se, S) 

are among the most attractive two dimensional (2D) layered materials that can 

be thinned down to atomic-scale thickness.[21] Monolayer molybdenum 

disulfide (MoS2), which is a typical and well-studied TMD system, is a direct 

bandgap semiconductor, whereas bulk MoS2 is an indirect bandgap 

semiconductor. The direct-to-indirect energy gap transition occurs in MoS2 

when it changes from a monolayer to a bilayer, and the optical bandgap 

changes from 1.8 eV in monolayer MoS2 to 1.2 eV in bulk MoS2.[04,22,23] The 
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optical band gap associated with their energy structures has potential 

applications in various optical and electronic devices. 

For the scope of this work, we used SILVACO ALTAS (TCAD) software to 

simulate two solar cells firset one is Graphene/n-si schottky junction and the 

second one is Graphene/MoS2/n-Si Schottky junction. The results show a net 

improvement in the efficiency of the cell Graphene/MoS2/n-Si Schottky junction 

is higher than the other one.  

The second chapter describes the fundamentals of semiconductors and 

solar cells. In the third chapter, we explain in details the physical and properties 

of MoS2 and Graphene materials. 

In the first part of chapter four, we explain SILVACO atlas software 

language and show how we should deal with this software. The second part 

deals with the simulation results. 

Finally, this work has a conclusion that presents our results. 
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II. SEMICONDUCTOR BASICS 

1. INTRODUCTION 

The use of Graphene to improve the efficiency of solar cells is 

investigated in this thesis. To understand how Graphene Based Solar Cells 

function, a basic understanding of semiconductor physics is required. The 

fundamental principles of semiconductor physics and solar cells are reviewed in 

this chapter. 

2. SEMICONDUCTOR BASICS 

Semiconductors are materials that can act either as an electrical insulator 

or conductor based on the conditions in which they operate. This behavior is 

due to the bonding properties of the individual atoms that form a bulk material 

and the interactions between their outer electrons. The individual atoms of 

semiconductors, like all other toms, have a set structure that determines how 

they will bond with other atoms. 

2.1. Atomic Structure and Quantum Theory 

An individual atom consists of positively charged protons, neutrons with no 

charge, and negatively charged electrons. It is held together by the attractive 

forces of the oppositely charged protons and electrons. The structure of an 

atom consists of a central nucleus composed of protons and neutrons that is 

orbited by a cloud of electrons. This electron cloud is made up of quantized 

shells that have an associated energy level. Every electron in this orbiting cloud 

must reside at a quantized energy level. An electron can move to a higher 

energy shell by absorbing energy or drop to a lower shell by releasing energy. 

This arrangement of electrons in the quantized shells is the most important 

determining factor in an atom’s interactions with other atoms and, therefore, its 

electrical properties. 

In every atom, each electron has a unique set of quantum numbers which 

describe its energy state in the atom. The four quantum numbers are 

represented by the letters n, l, m, and s. The first number n represents the shell 
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that the electron occupies. Higher shell levels have electrons in higher energy 

states than lower shell levels. The l and m numbers denote subshells that 

appear within each shell and each can hold two electrons of 4 opposite spin. 

The s number represents the spin of the electron and can either be a positive or 

negative value. The possible values of each of the quantum numbers are 

summarized in Table 2-1. 

Table 2-1. All possible values of all possible quantum numbers 

Quantum 

Number 
Possible Quantum Number Values 

N 
n= (1, 2, 3, …, n) where ncorresponds to the energy level of the 

outermost shell 

L l= (0, 1, 2, …, n-1) 

M m= (-l, -l+1, …, l-1, l) 

S s= (-1/2, +1/2) 

2.2. Crystal Lattice 

Every solid material is made up of individual atoms organized in a certain 

manner and can be classified as amorphous, crystalline, or polycrystalline 

based on their arrangement. The basic lattice structure of amorphous, 

crystalline, and polycrystalline materials is shown in Figure 2-1. The most 

abundant solids found naturally on the earth are usually amorphous, meaning 

their individual atoms have no ordered arrangement. Contrastingly, a crystalline 

material is a material that has a periodic arrangement of atoms, called a crystal 

lattice, which is repeated throughout the solid. Therefore, the solid appears the 

same when examined at the atomic level at any point. Materials that do not fall 

into either the amorphous or crystalline category are classified as 

polycrystalline. These materials are composed of different regions that each 

have a periodic arrangement of atoms, but the whole material is not uniform in 

its arrangement. 



 

 
19 

 

Figure 2-1 (a), 2-1(b), and 2-1(c) show the atomic structures for amorphous, 

crystalline, and polycrystalline materials respectively [24]. 

Crystalline solids, which are the most commonly used materials in solar 

cell applications, can be further classified based on the type of structure of their 

crystal lattice. Every lattice can be reduced to a unit cell, a small volume which 

is representative of the whole cell. This unit cell forms a geometry which can 

take many forms. The most common forms are the variations of the cubic and 

diamond lattices. An example of a diamond crystal lattice is given in Figure 2.2 

A material can be thought of as a large object composed of large quantities of 

these unit cells put together as building blocks. 

 

Figure 2-2: The diamond lattice is shown with each black dot representing an 

individual atom and each solid line representing a bond between atoms [24]. 

A semiconductor material’s unit cell structure determines many of its 

important properties in solar and electrical applications. The numbers and types 

of bonds between atoms of the material determine the characteristics of the flow 
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of charge carriers in the material, defining parameters such as resistivity and 

conductance. The arrangement of the atoms also determines whether certain 

materials can be grown in layers adjacent to one another to create a certain 

device. If two material lattice structures do not match in a certain manner, lattice 

mismatch will occur, a condition in which the lattices of two adjacent materials 

cannot create an appropriate electrical interface due to conflicting lattice 

structures. These properties governed by the crystal lattice combine with the 

properties and structure of the individual atoms to give every material unique 

properties. 

2.3. Energy Bands 

In much the same way that electrons can only reside at certain quantized 

energy levels in an individual atom, they are restricted to inhabiting energy 

bands in a solid. However, each of these energy bands is made up of a range of 

energy levels that each electron can occupy. This difference arises from the 

influence of all neighboring atoms on an electron. In the case of an individual 

atom, an electron resides in a quantized shell with an associated energy level. If 

two atoms are close enough to each other, their electrons and other attractive 

forces will influence each other, creating different energy states in specific 

bands of energy. In the band diagram in Figure 2-3, interatomic distance is 

graphed against electron energy. The band diagram shows that when atoms of 

the same element are infinitely far away from each other, they have the same 

quantized energy levels. However, when the atoms are closer together, the 

electrons of each atom interact, and the discrete energy levels diverge into a 

band of allowed energies shown by the grey portion of the graph in Figure 2-3. 
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Figure 2-3: Inter-atomic distance is graphed against energy to show the 

formation of energy bands in a material [25]. 

The only energy bands of major concern in solar cell applications are the 

valence band and the conduction band. The valence band is the outermost 

energy shell of each atom. The electrons in this band are usually held in place 

by bonds between atoms. If an electron in the valence band receives energy 

greater than or equal to the difference in energy in the conduction and valence 

band, known as the bandgap, then it will move into the conduction band. When 

it moves into the conduction band, the electron breaks away from its bond and 

becomes a free electron in the material. An electron can only move up to the 

conduction when gaining energy in the valence band because there are no 

allowable energy states for an electron to occupy within the bandgap.  

A material’s ability to conduct electricity is highly dependent on its 

bandgap. Insulators have a relatively large bandgap and take a large amount of 

energy to excite free electrons. Semiconductors have a relatively small 

bandgap, allowing them to act as an insulating or conducting material 

dependent on the level of energy in the material. Conductors have overlapping 

valence and conduction bands and, therefore, have free charge carriers without 

the addition of outside energy. The differences in bandgap among insulators, 

semiconductors, and conductors are shown in Figure 2-4. The bandgap 

decreases as conduction ability increases. 
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Figure 2-4: The relative bandgaps of insulators, semiconductors, and 

conductors are shown in Figures 4(a), 4(b), and 4(c) respectively [25]. 

Semiconductors have a moderate bandgap due to the unique conditions in 

their valence bands. All elemental or single element semiconductors have four 

electrons in the valence band of each atom. These elements are known as 

group IV elements. The atoms of these materials bond with each other to fill the 

outer shell of each of the surrounding atoms by the use of four covalent bonds 

with neighboring atoms. These covalent bonds can be broken by the 

introduction of energy, which frees charge carriers. Other semiconductors are 

made up of compounds in which the two element’s valence electrons sum to 

eight. This can be achieved in many different elemental combinations to create 

effective semiconductor materials.  

2.4. Charge Carries 

When bonds are broken in a material due to the absorption of energy, two 

different types of charge carriers are created called electrons and holes. 

Electrons are simply the negatively charged elements of atoms and are 

considered free electrons when they break away from a bond. Holes are 

conversely the positive charge left behind by the broken bond of the free 

electron. Unlike free electrons, holes exist in the valence band. Holes are not 

physical particles but are merely positive charges created by the lack of 

necessary electrons for charge balance. Though holes are not physical particles 

with a mass, their flow is associated with a positive value of current while 

electron flow is associated with negative current. 
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Electrons and holes each have an associated mobility in every material 

based on how easily the free charge carriers can move through the material. 

Though electrons and holes are of equal charge, electrons have a higher 

mobility. A material’s electron and hole mobility are dependent on many 

material characteristics such as the lattice structure, the size of the atoms in the 

material, and the orientation of the channel in which the charge carrier is 

travelling. The electron and hole mobility determine parameters such as the 

conductance and resistivity of a material, which are important factors in solar 

cells.  

2.5. Doping 

Doping means the introduction of impurities into a semiconductor crystal to 

the defined modification of conductivity. Two of the most important materials 

silicon can be doped with, are boron (3 valence electrons = 3-valent) and 

phosphorus (5 valence electrons = 5-valent). Other materials are aluminum, 

indium (3-valent) and arsenic, antimony (5-valent). 

The dopant is integrated into the lattice structure of the semiconductor 

crystal, the number of outer electrons define the type of doping. Elements with 3 

valence electrons are used for p-type doping, 5-valued elements for n-doping. 

The conductivity of a deliberately contaminated silicon crystal can be increased 

by a factor of 106. 

2.6. P-N Junction 

Most of the applications of semiconductors, including solar cells, are 

possible due to the properties created by the junction between a p-type region 

and an n-type region. The region where these two materials meet is called a p-

n junction and functions as a diode. In this region, excess electrons in the n 

region and excess holes in the p region diffuse across the border of the two 

regions to form a depletion region in which oppositely charged ions create a 

barrier that blocks charge flow. The formation of the depletion region from the 

junction of p-type and n-type materials is shown in Figure 2-5. 
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Figure 2-5: The junction between an n-doped and p-doped material forms a 

depletion region. (a) Shows majority carriers travelling across the junction due 

to the attraction caused by opposite charge carriers. The barrier caused by 

newly formed ions is shown in (b) and (c) [26]. 

The instant the materials meet, the excess carriers of each material border 

region move to the other side, attracted by the holes or electrons on the other 

side of the junction. These charges leave behind ions that then have a negative 

charge in the case of the p side and a positive charge in the case of the n side. 

This barrier then blocks charge flow because the electrons on the n side are 

repelled by the negative region on the edge of the n side and the opposite is 

true of the holes on the p side.  If the junction is forward biased with a voltage 

greater than the potential of the depletion region potential, then the diode 

conducts current. If the diode is reversed biased, it acts as an insulator and the 

depletion region expands. 

2.7. Metal/Semi-Conductor (Schottky) Junction 

The point contact diode is one of the earliest solid-state semiconductor 

devices constructed. This type of diode is made bymaking contact between a 

Metal a Semiconductorsurface. The point contact diode was later studied by 

Walter H. Schottky circa 1938 who formulated a theory as to why the diode 

worked; subsequently this device was named the Schottky diode to honor his 

contributions. Due to the fabrication simplicity of this device, the Schottky diode 

makes an excellent choice for testing experimental processes in semiconductor 

manufacturing. 
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This structure is the basis of a large number of some electronic structures 

that are more complex than the conventional ones. 

The semiconductor material for this study will be Molybdenum disulfide 

(MOS2) with n-type doping. The material that will mimic the metal that 

composes the other half of this device (conductor) will be Graphene, which 

always has a large abundance of free electron charge carriers.  

All metals have a work functionϕm: the energy it takes to remove an 

electron from the atom to the vacuum level potential. The attributes of both 

metal and semiconductor while separated are illustrated in  Figure 2-6. The 

potential energy needed to inject charge carriers from the metal into the 

semiconductor material is the Schottky Barrier Height measured in electron 

volts (eV). The Schottky Barrier Height value is the energy it takes to remove an 

electron from the metal minus the energy required to detach an electron from 

the n-type semiconductor material, which is the electron affinity χ creating 

electron flow from the semiconductor to the metal.  The Schottky Barrier Height 

can be calculated for a Schottky diode by the following equation: 

                        �஻ = �௠ − �             (2.1) 

The Schottky Barrier Height (often referred to as SBH) is a fixed amount of 

energy drop across the diode, this value is unique to the combination of metal 

and semiconductor, ideally this does not vary with forward voltage biasing or 

current flow. However, the phenomenon of SBH lowering may occur in reverse 

bias due to electric field crowding [27]. 

 

Figure 2-6: Metal and semiconductor before contact; band diagram Schottky 

barrier height. 
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When the metal contacts the semiconductor, there is an imbalance of 

Fermi energy states in the two materials and the charges migrate to reach 

equilibrium levels. To simplify this matter, some of the electrons in the n-type 

semiconductor migrate into the metal leaving behind a region of material with no 

free charge carriers. This area is called the depletion region, and the energy it 

takes to cross this region is known as the built-in potential. This concept is 

illustrated in Figure 2-7. 

 

Figure 2-7: Metal and semiconductor in contact; band diagram of built-in 

potential. 

The built-in potential VBIalso referred to as “equilibrium contact potential” 

(occurring when the Fermi levels have reached a balance) is the mechanism 

that prevents any further charge movement from the semiconductor conduction 

band to the metal. This built-in potential VBI is the difference in the work function 

of the metal and the work function of the semiconductor. 

                              ஻ܸூ = �௠ − �௦         (2.2) 

The built-in potential VBI, the applied voltage, and the doping concentration 

play a large role in the width of the depletion region. This depletion region is 

absent of charge carriers in the semiconductor essentially behaving as a layer 

of insulation. The widthW of this depletion region is related to both the built-in 

potential and doping concentration. Where Va is the applied biasing voltage with 

Naand Ndbeing the acceptor/donor carrier concentrations, it is theorized that 

electrons (donors) in the n-material migrate into the metal and have a mirrored 

electric positive (acceptor) potential in the semiconductor opposite the depletion 
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region. So that Na = Ndand the equation of 2.3 for p-n junctions may be used to 

model the Schottky diode [05].  

ܹ = √ଶ�.ሺ���−��ሻ௤ . ቀே�+ே೏ே�.ே೏ ቁ    (2.3) 

The below illustration of Figure 2-8 helps to show why the doping 

concentration Na may be considered equal to Nd because of the mirrored 

electric field  in the metal [27].  This depletion width can be manipulated by 

applying voltage across the device, which will allow for passage ofor resistance 

to the flow of electricity. When a forward biasing voltage Va is applied to the 

Schottky diode the work function of the semiconductor material ϕs is reduced 

and thus the built-in potential is lowered as well. 

 

Figure 2-8: Mirrored electric dipole potentials of the Schottky contact depletion 
region. 

The exponential current through the diode can be modeled by equation 
(2.4) below. ܫி = ଴ܫ ቀ݁����� − ͳቁ      (2.4) 

The forward current IF through the diode depends exponentially on the 

applied voltage Va. The initial current I0 forms in the depletion region with both 

with currents both equal and opposite in equilibrium conditions, thus it can be 

factored out [28].   
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Figure 2-9 shows an illustration of the conducting diode and the 

accompanying energy band diagram. During forward bias with the depletion 

region reduced and the electrons migrating over the Schottky barrier and 

moving from the n-type semiconductor material to the metal contact. From the 

energy band diagram, the Fermi level of the semiconductor is raised by the 

value of the applied voltage.  It should be noted that the metal at the bottom of 

the semiconductor has been prepared to be ohmic having a linear current 

voltage relationship and possess a very low value of resistance that does not 

play a role in the ideal analysis of the Schottky diode current [27].   

During the reverse bias mode of the Schottky contact the applied voltage 

reinforces the built-in potential and creates a wider depletion region within the 

material.  Because of the large negative value, the applied voltage the forward 

current term tends to zero leaving just the reverse initial current that no longer 

has an opposing forward bias equilibrium current. ܫோ =  ଴     (2.5)ܫ−

The initial current I0 of the device under thermal equilibrium can be 

approximated by knowing the SBH of the diode given equation 2.1 along with 

the charge of the electron and the thermal voltage [27].   

଴ܫ ∝ ݁−�����      (2.6) 
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During reverse bias with the depletion region widens and the only 

electrons that migrateover the Schottky barrier, those that existed in thermal 

equilibrium of the initial currentI0. Figure 2-10 shows a reverse bias diode 

illustration and the band diagram of the Fermilevel of the semiconductor 

lowered by the value of the applied voltage. 

 

Figure 2-9: Schottky diode with energy band diagram showing the forward flow 

of electrical current through the diode. 

 

Figure 2-10: Schottky diode with energy band diagram showing the reverse bias 

Va applied to the diode that increases the built-in potential. 
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Aspects that affect the magnitude of current through the ideal Schottky 

diode are the area (A) of the metal contacting the semiconductor, the 

temperature (T) of the material, and the Richardson’s constant (A*) for the 

material which is a relation of current density and temperature. With these 

values known for the material, a more accurate and comprehensive formula for 

the Schottky diode contact current may be expressed by equation 2.7. This 

equation also accommodates deviation from ideal diode performance by a 

factor of n. This value is known as the ideality factor and for the ideal diode; this 

value should be nearly equal to one. 

ிܫ = �. �∗. ܶଶ݁−����� ቀ݁���೙�� − ͳቁ   (2.7) 

Now that a more accurate expression to describe the Schottky diode has 

been composed,it is necessary to discuss some of the aspects of the non-ideal 

Schottky diode. Various aspects of the material and fabrication will cause 

considerable deviation from the diode performance predicted by equation 2.7.  

Some of the ways in which variation from the ideal diode characteristics can 

occur are offset potentials and linearization due to resistance. While in the 

reverse direction carrier generation can cause a steadily increase current 

greater than that of Io and conduction of electrical current in reverse bias will 

occur due to Zener and avalanche breakdown [28].  

Current linearization due to on resistance could be the cause of a poor 

quality ohmic contact or a poor quality Schottky contact interface. Both of these 

will contribute to a high series resistance within the diode. When large currents 

and voltages are applied to the diode the otherwise exponential I-V curve will 

become linear. At this point the linear part of the I-V curve may be evaluated 

with the help of equation 2.8 and the value for the total series resistance of the 

diode may be calculated by finding the change in voltage over the change in 

current [28].   

ܴ௦ = ���ூ      (2.8) 

In the reverse bias operation of a Schottky diode there are several 

mechanisms that create current flow through when the diode should be in a 
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high resistance mode due the applied reverse polarity. Carrier generation in a 

neutral transition region occurs due to thermal activity and the nature of the 

semiconductor in regard to what carrier generation - recombination centers may 

be in the material. A significant aspect of the diode is the reverse breakdown 

voltage that occurs when the diode in the reverse bias mode begins to conduct 

electrical current exponentially. There are generally two mechanisms that 

contribute to reverse bias breakdown. These phenomena are known as 

avalanche multiplication and quantum mechanical tunneling. Neither of these 

two breakdown methods will destroy the diode, however heating of the diode 

could occur due to the high currents due to voltage breakdown which could 

result in permanent device failure [30]. Avalanche breakdown is created by 

impact ionization occurring when a large electrical potential is applied across 

the device and high energy electrons cross the barrier and trigger other electron 

hole pairs to form. Zener breakdown is attributed to a mechanism known as 

quantum mechanical tunneling which effectively allows the charge to penetrate 

the barrier of forbidden region. The applied reverse voltage at which these 

mechanisms of breakdown will occur can be estimated by the following 

equation of 2.9 that relates the breakdown electric field for the material Ec with 

the doping concentration Nd [28]. 

       ோܸ஻ = �0�೘ሺா೎ሻ2ଶ௤ே೏          (2.9) 

The best way to reduce currents resulting from the preceding 

phenomenon is to reduce the field intensity across the device. One of the most 

influential aspects to electric field intensity surrounding a Schottky contact is the 

physical shape of the metal in contact with the semiconductor forming the diode 

junction. Many techniques for design and construction of Schottky diode 

contacts implement varied contact geometries so that reverse breakdown 

voltages may be increased. 

3. SOLAR CELL OPERATION 

Due to the properties of the p-n junction and the ability of semiconductors 

to absorb energy via photons of light, solar cells are able to generate power. 
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The basic concepts behind solar power and the important characteristics that 

can quantify a solar cells performance are explained in this section.  

3.1. Origin of Solar Power 

A basic solar cell consists of a p-n junction with metal contacts on both 

sides of the junction. In an n on p solar cell the top n layer is called the emitter, 

while the bottom p side is called the base. When placed in an environment with 

light, the solar cell absorbs photons, which generate electron hole pairs near the 

depletion region. To generate power, the metal contacts to the emitter and base 

are tied together via an external load as shown in Figure 2-11. Due to the field 

of the depletion region, charge carries generated by photons are swept across 

the depletion region so that a photocurrent is generated in the reverse biased 

direction. However, when an external load is applied, the current induces a 

voltage across the load. This voltage induces a countering forward biased 

current that is less than the photocurrent but increases as the load reaches 

infinity. The net current in a solar cell is always in the reverse biased direction 

but decreases as the forward biased current increases with an increasing load. 

The power produced by the cell is the product of the net current and voltage 

across the load.  

 

 

Figure 2-11: Power is delivered to an external load from a simple n on p solar 

cell (arrows denote electron flow) [29]. 
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3.2. Solar Cell Characteristics 

The most useful characteristic of a solar cell is its current-voltage (I-V) 

curve. This curve graphs the solar cell’s net current per unit surface area in the 

y direction, against the associated load voltage in the x direction. A typical solar 

cell I-V curve is shown in Figure 2-12, which shows anode voltage plotted 

against cathode current. As discussed in the previous section, the value of load 

resistance affects both the load voltage and net current generated in the solar 

cell. The y intercept of the I-V curve is the limiting case in which there is no load 

resistance and a maximum value of current called the short circuit current (Isc) 

occurs. In this case there is no induced voltage across the load, creating no 

forward biased current to counter the photon induced current. The x intercept 

represents the extreme case in which the load resistance is infinite, producing a 

maximum voltage known as the open circuit voltage (Voc). In this case no 

current can flow due to the infinite resistance. Opposing charges are built up on 

both sides of the depletion region of the p-n junction, resulting in a maximum 

voltage across the infinite load. Though it is useful to know Isc and Voc for a solar 

cell, it is more useful to know the maximum power point (Pmax). The maximum 

power current (Imax) and voltage (Vmax) can then be determined. These values 

show the actual power capability of a solar cell, the most important factor in the 

cell’s application. The parameters Voc, Isc, Imax, and Vmax are shown in Figure 2-

12 on an I-V curve.  
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Figure 2-12: The typical I-V curve for a solar cell that graphs anode voltage 

against cathode current. Voc, Isc, Imax, and Vmax are shown to display the limiting 

cases of the I-V curve and the maximum power point [30]. 

Once the I-V curve for a solar cell is determined, many parameters can be 

calculated which are useful in comparing the performance of different cells. 

Solar cell efficiency η is given by  

                                      � =  ௉೘��௉�೙  × ͳͲͲ%        (2.10) 

where Pmax is the maximum achievable power of the solar cell and Pin is 

the input power from the light applied to the cell. The fill factor FF is given by  

= ܨܨ  ௉೘��ூ�೎�೚೎      (2.11) 

where Voc and Isc are the open circuit voltage and short circuit current, 

respectively. The FF is a measure of how well a solar cell transfers its short 

circuit current and open circuit voltage properties into actual power. These two 

parameters are useful for comparing solar cells but are dependent upon the 

input power to the solar cell, which varies based upon the light source applied.  

3.3. Solar Cell Input Power 

The input power to a solar cell is dependent upon the light source in which 

the cell is operating. In this thesis, air mass 1.5 (AM1.5) is used. Solar panels 

do not generally operate under exactly one atmosphere's thickness: if the sun is 

at an angle to the Earth's surface the effective thickness will be greater. Many of 
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the world's major population centres, and hence solar installations and industry, 

across Europe, China, Japan, the United States of America and elsewhere 

(including northern India, southern Africa and Australia) lie in temperate 

latitudes. An AM number representing the spectrum at mid-latitudes is therefore 

much more common. "AM1.5", 1.5 atmosphere thickness, corresponds to a 

solar zenith angle of z=48.2°. While the summertime AM number for mid-

latitudes during the middle parts of the day is less than 1.5, higher figures apply 

in the morning and evening and at other times of the year. Therefore, AM1.5 is 

useful to represent the overall yearly average for mid-latitudes. The specific 

value of 1.5 has been selected in the 1970s for standardization purposes, 

based on an analysis of solar irradiance data in the conterminous United States. 

[30] Since then, the solar industry has been using AM1.5 for all standardized 

testing or rating of terrestrial solar cells or modules, including those used in 

concentrating systems. The latest AM1.5 standards pertaining to photovoltaic 

applications are the ASTM G-173[32,33] and IEC 60904, all derived from 

simulations obtained with the SMARTS code. 

Figure 2-13 shows the corresponding spectral irradiance for AM1.5 light 

beam compared with AM0 (full spectrum) spectral irradiance light beam. 

 

Figure 2-13: Spectral irradiance of the AM0g and AM1.5g spectrums [34]. 

Due to the properties of solar cells, only part of the solar spectrum can be 

converted into electrical power. This is caused by the different bandgaps and 

optical properties of materials. The bandgap of a material determines the 
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minimum amount of energy required to generate an electron hole pair in the 

material. Any photon with energy less than the bandgap will simply pass 

through the material without exciting an electron. The energy of a photon is 

dependent on its wavelength and is given by  

ܧ =  ଵ.ଶସ�     (2.12) 

where E is in units of eV and λ is the wavelength of the photon in µm. The 

shorter the wavelength of a photon, the higher its energy and ability to generate 

electron hole pairs in higher band gap materials.  

3.4. Solar Cell Performance 

Though solar cell performance is largely dominated by a material’s 

spectral response and I-V characteristics, there are many other factors that 

influence a solar cell’s performance. The more important factors that affect solar 

cell performance are:  

 The reflection of light off the surface of a solar cell limits the amount of 

input power into the cell. The optical properties of different materials 

cause a portion of the photons hitting the solar cell to be reflected off the 

surface. This can cause a 35% loss in the theoretical efficiency of a solar 

cell without the use of antireflective techniques [30].  

 Photons with energy much higher than the band gap generate electron 

hole pairs, but the excess energy is dissipated as heat in the crystal 

lattice of the solar cell. Low energy photons that do not generate charge 

carriers also bombard the atoms in the crystal lattice and create heat. 

This heating causes a loss in the voltage of a solar cell. A solar cell loses 

2mV/K in voltage, which can drastically lower the efficiency of a solar cell 

[30].  

 Recombination of electrons and holes can cause the charge carriers 

generated by photons to meet in the lattice and cancel each other out. 

When this happens, a free electron meets with a hole in the valence band 

and occupies that space, no longer contributing to the number of charge 

carriers in the solar cell [30].  
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 Material defects in the solar cell can create traps which create more 

recombination. Cheaper, less pure materials can have significant defects 

that negate much of the generated current [30].  

 The resistance of the bulk material causes a voltage drop within the solar 

cell that reduces the efficiency. When charge carriers are generated, they 

have to travel to the contacts of the solar cell to be harnessed as energy. 

The distance travelled through the lattice is often relatively great for each 

charge carrier, creating a high resistance seen by each of the charge 

carriers. This decreases the net voltage seen at the contacts [30].  

 Shading from the top electrical contact completely blocks light to portions 

of the solar cell. The optimal top contact grid usually covers 8% of a solar 

cell. This 8% of the solar cell surface receives no photons to generate 

charge carriers and does not contribute to the power production of the 

solar cell [29].  

The problems of internal resistance and shading in solar cells are 

addressed in this thesis through the use of Graphene. With a net reduction in 

the resistance seen by each of the charge carriers and a reduction in the 

percentage of the solar cell surface covered by the top contact, the efficiency of 

any solar cell can be increased. The improved conductivity on the surface of a 

solar cell that could be provided by a Graphene layer could be used as an 

electrode which collect current. These lines could, therefore, be made thicker, 

reducing losses from resistance in the grid lines, further increasing the 

efficiency of a solar cell.  

4. CHAPTER SUMMARY 

The background in semiconductor physics and solar cells necessary to 

understand the research in this thesis was provided in this chapter. The basic 

properties of semiconductors the theory and operations of the Schottky junction 

were shown to be optimal for generating solar power. The ability to generate 

electron hole pairs by the absorption of photons with energy greater than the 

bandgap allows solar cells to deliver power to a load. The producible power was 

shown to be dependent on both the material of the solar cell and the spectrum 
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of input light. The power was also shown to be limited by factors inherent in the 

real properties of fabricated solar cells.  

The structure and properties of Graphene is covered in the next chapter to 

provide the basic knowledge necessary in understanding photovoltaic 

Graphene applications. 
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III. GRAPHENE AND MX2 (MoS2 , WS2) PROPERTIES 

III.I  MX2 (MoS2 , WS2) PROPERTIES 

1. INTRODUCTION  

The lamellar dichalcogenides constitute about two thirds of the MX2 

transition metal dichalcogenides listed in the literature. In the 1970s and 1980s, 

they gave rise to numerous studies conducted in the laboratory under the 

direction of Prof. Jean Rouxel. 

These compounds have a strong anisotropy of bonds: strong bonds within 

the layers and weaker interactions, the van der Waals interactions, ensuring the 

link between these layers. One of the direct consequences of such a structural 

organization is the possibility of making cleavages, obtaining lubricating 

properties or observing anisotropic physical properties. One of the most 

interesting points in the family of lamellar chalcogenides lies in the possibility of 

interposing various types of ions, or even more or less complex molecules, 

between the layers. 

Molybdenum and tungsten disulfides and their diselenides are part of this 

large family of lamellar chalcogenides that adopt two-dimensional (2D) 

crystallographic structures. 

The objective of this chapter is the study of the electronic and structural 

properties of WS2 and MoS2 lamellar compounds. The electrical and optical 

properties of lamellar compounds are reviewed for use in thin-film photovoltaics. 

2. LAMELLAR SOLIDS  

Lamellar solids are materials consisting of two-dimensional sheets stacked 

in the same direction; the nature of the interaxillary bonds is covalent whereas 

the inter-leaflet bonds are of weak interaction (Van der Waals type). 

We distinguish three families of lamellar solids which differ in the 

constitution of their leaflets (Figure 3.1): 

 atomic sheets 
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 molecular leaflets 

 multiple leaflets 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-1: Représentatio schématique des trios familles des solides  

lamellaires [50]. 

3. TRANSITION METAL CHALCOGENIDES  MX2 (M = Ta, Nb, Ti, Re, W, 

Mo; X= S, Se, Te) 

They are chemical compounds formed of two simple chemical elements M 

is a transition metal and X is a chalcogenide. 

In our work we chose molybdenum and tungsten as transition metals 

knowing that, molybdenum is a chemical element, of symbol Mo and atomic 

number 42, with two electronic configurations of which one is unstable: 4d5 5s1 

and the other stable: 4d45s15p 1 which gives rise to a state of hybridization sp, 

and the twelfth metal is tungsten which is a chemical element of the periodic 

table of symbol W and atomic number 74, it is a gray-white steel transition 

metal, very hard, and heavy, their electronic configuration is 4f14 5d4 6s2. 

Sulfur has also been chosen as chalcogenides, knowing that sulfur is a 

chemical element of yellow color, of symbol S and of atomic number 16, its 

electronic configuration 3s2 3p4. 
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3.1. Transition metal dichalcogenides MX2 in massive form 

MoS2 transition metal dichalcogenides (TMDCs) and WS2 are found in 

nature as minerals [44] [33] called molybdenite and tungstenite (wolframite). 

 

 

Figure 3-2: Photographs of MoS2 (Molybdenite) Massif [34-35] 

4. THE STRUCTURAL PROPERTIES OF MX2 (M = W, Mo, X = S) 

The Layred Transition Metal Dichalcoginides, TMDC which are the object 

of our study, have a general formula MX2 (where M = W, Mo; X = S) they 

contain a transition element Group VI B metal M (Mo, W) in the +4 oxidation 

state and two elements of the chalcogen column (S) in the oxidation state -2. 

Their lamellar structure results from a stack of C-axis infinite two-dimensional 

sheets, comprising three atomic layers according to the XMX XMX sequence. 

The outer layers of each sheet consist of chalcogen atoms (S) in a compact 

hexagonal arrangement. and in prismatic trigonal coordination with respect to 

metal atoms. While the central layer is composed of metal atom (Mo, W) Figure 

3.3. 
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Figure 3-3: The crystal structure of MX2 [36] 

The M-X bonds within the sheets are strong, of covalent nature and the 

inter-leaflet bonds (X-X) are much weaker van der Waals (VdW) weak. These 

forces are small enough to allow neighboring layers to slide through the other 

layers (Figure 3.4). 

 

 

 

 

 

 

Figure 3-4: The prismatic trigonal structure of MX2 and  

van der Waal plans [37]. 

The leaflets can be stacked in two ways that result in the existence of two 

polytypes called 2H and 3R. 

  The polytype 2H 

In the polytype 2H, the upper sheet is rotated by 60 ° with respect to the 

preceding sheet, the anions and cations of the upper sheet being placed 
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respectively above the cations and anions of the previous sheet (Figure 3.5). 

There is in this case periodicity of the structure along the axis c every two 

sheets. The 2H-MX2 (example MoS2) has a hexagonal symmetry with two 

leaflets along the c axis and the space group is D4 6h (P63 / mmc). 

 

Figure 3-5: a) The 2H-MoS2 structure along the c axis [38]. 

b) Projection according to [001] of two sheets of polytype 2H. [33] 

 The Polytype 3R 

In the polytype 3R, of rhombohedral symmetry C53v (R3m), each sheet 

retains the same orientation as the previous one but is translated in the [2,1,0] 

direction of 1/3 of the lattice constant. The anions are placed in this case above 

the interstices of the previous sheet and the cations above the chalcogenes. It 

takes three sheets to obtain the periodicity along the axis c (Figure 3.6). 
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Figure 3-6: a) the 3R structure for MoS2 along the c axis. [38] 

             b) Projection according to [001] of two sheets 

 of polytype 3R. [33] 

The repeat distance of the sheets along the c axis is similar for both 

polytypes, for MoS2 it is 0.615 nm. In the (002) planes, the interatomic distances 

X-X are equal to the lattice constants and are equal to a = b = 0.315 nm. 

According to the c axis, the lattice constant is 1.23 nm for the 2H polytype and 

18.45 nm for the 3R polytype. 

The mesh parameters of the compounds for each structure are listed in 

the table.3.1 below: 

Table 3.1: Mesh parameters of the two compounds studied for each known 

polytype, frome (39): 

Compound polytype 
Parameter 

at (A °) 

Parameter 

c 

(A °) 

Interleave 

distance, vdw 

plans (A °) 

Density (g 

/ cm3) 

MoS2 2H 3.160 12.294 6.147 4.96 

 3R 3.163 18.37 6.123 5.02 

WS2 2H 3 .155 12.35 6.175 7.5 

 3R 3.162 18.35 6.117  
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5. THE OPTICAL PROPERTIES OF MX2 (M = W, Mo, X = S) 

5.1 The band structure 

The transition metal dichalcogenides are diamagnetic semiconductors, the 

electronic structure of these compounds indicates that the top of the valence 

band (VBM) corresponds to the dz2 states of the metal Mo or W (partially 

hybridized to the p (px, py) states of the chalcogen S) and the minimum of the 

conduction band (CBM) being related to the dxy and dx2-y2 states thereof. 

(Figure 3-7). 

Many optical measurements have been made on these materials and it 

appears that two electronic gaps exist: the first is indirect, the second is direct. 

The properties of the TMDCs semiconductor electronic band structure 

depend on the number of layers along the C axis in the crystal, knowing that for 

a multilayered TMDC material there is an indirect gap band at point Γ of the 

zone of brillouin and for a thickness reduced to a single layer (monolayer) we 

will have a transition of gap from indirect to direct at the point K of the zone of 

brillinus see figure (3.8), this transition of gap is due to the quantum 

confinement effect. 

The gap changes with the change of the crystal film thickness according to 

the equation: 

 

                                                   (Eq…………………3.1) [38] where a is the film  

thickness 
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Figure 3-7: The electronic band structure of transition metal dichacogenides 

MX2 (M = W, Mo, X = S). [40-41] 

The direct excitonic transitions at point K remain relatively unchanged with 

the change in layer number, which is due to the effect of quantum confinement 

as well as to the resulting change in hybridization between Pz orbitals on S 

atoms and orbitals However, the states near the point Γ are due to 

combinations of the Pz orbitals of the S atoms and the orbitals d of the Mo 

atoms and the transition at the point Γ is translated significantly from indirect to 

direct. 

Figure 3-8: The band structure of TMDCs. Band structures are calculated by  

DFT (density functional theory) for multilayer and monolayer  

MoS2 (a) and WS2 (b) [42-43]. 
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Table 3.2 Prohibited indirect (Egind) and direct (Egdir) bands for the four 

lamellar compounds studied in our work at room temperature. [44] 

Material Forbidden band indirect 

(ev) 

Forbidden band direct 

(ev) 

WS2 1.3 2.04 

MoS2 1.25 1.90 

5.2. Absorption spectrum, refractive index and transmittance 

Like graphene, the physical properties of transition metal dichalcogenides 

(TMDCs) change dramatically as the thickness of the material is reduced to a 

monolayer (ML). Thus the two-dimensional semiconductors of the MoS2 family, 

MoSe2, WS2 and WSe2 have a direct gap in the visible spectrum and exhibit a 

high optical absorption (> 10% / ML) [45]. They have a high potential for 

electronic devices (transistors) and optoelectronics (photodetectors, LEDs or 

solar cells). 

These materials are characterized by an indirect energy band of 1.1-1.3 

eV and direct transitions from 1.6-2.0 eV. 

Direct transitions are associated with Wannier excitons (delocalised) with 

binding energies of the order of 50 to 100 meV [11]. These high exciton binding 

energies imply that, even at room temperature, the eccitonic structures are 

visible in the spectra of optical constants. Figure (3.9) shows the refractive 

index n and the absorption coefficient α of a monocrystal of WS2 determined by 

ellipsometry. Peaks A and B are associated with excitonic absorption. Above 

1.92 eV, the value of α is greater than 107 m-1, which means that at least 90% of 

the light intensity is absorbed over 0.23 µm. Between 1.5 and 3 eV, the 

refractive index n varies between 3.5 and 5. 

The crystalline anisotropy of the lamellar compounds leads to anisotropy 

of the optical properties. 
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Figure 3-9. Optical absorption coefficient α and refractive index n of WS2  
at room temperature. n and α were determined by ellipsometry 

 on a monocrystal of WS2 [33] 

For semiconductors with a direct forbidden band of photons with energy 

greater than band gap energy can be easily absorbed or emitted. On the other 

hand, for those with an indirect gap band, an extra phonon must be absorbed or 

emitted for the sake of crystal conservation, the absorption of photons or an 

emission process is much less efficient. 

6. ELECTRICAL PROPERTIES OF TMDCs 

Unlike semiconductors commonly used in microelectronics such as Si, 

GaAs or Ge, it is difficult to obtain precise data on the key parameters of the 

lamellar semiconductors, for example on the intrinsic mobility, the doping 

possibilities, the effective masses, ... .This is partly related to the difficulty of 

preparing single crystals. 

Even using base materials of the same nominal purity (99.9999% purity) 

but from different sources, the type of doping, mobility and conductivity of the 

single crystals obtained may be completely different [40], it is for this reason 

that the mastery of the techniques of elaboration of these materials is 

necessary. 

 

 

a. Conductivity and mobility 
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The anisotropic crystalline structure of the lamellar compounds leads to 

anisotropy of conductivity and mobility. 

The doping of TMDCs 

The doping in transition metal dichalcogenides is generally a redox 

reaction consisting of introducing, by electrochemical or chemical means, 

accepting species (p-type doping carried out by oxidants) or electron donors 

(doping type n made by reducers) between the layers of MX2 [46] of 

semiconducting nature. 

In the particular case of MoS2 and WS2, it seems that an excess of sulfur 

anions induces a p-type conductivity whereas a lack of sulfur results in a 

conductivity of the type. 

However, there is no model that reliably predicts the type of doping and 

carrier concentrations obtained by adding elements given during growth. Even 

without intentional doping, the single crystals are generally doped (n or p), with 

carrier concentrations [33] of the order of 1021 to 1024 m-3. 

Table 3.3: the electrical transport properties of a hexagonal structure of MoS2 

and WS2 of type n and p. [36] 

Material oT 

(S cm-1) 

ne,p 

(cm-3) 

µe,p 

(cm2/Vs) 

Ea(eV) S 

(µV K-1) 

n-WS2 

p-WS2 

25 

0,03-6,67 

1,2-2,4.1015 

0,2-5,9.1015 

103-150 

70-290 

0,25 

0,10 

 

n-MoS2 

p-MoS2 

0,6-7,9 

0,01-4,2 

≈2.1017 

1,8-3,0.1017 

2-200 

86 

0,07-

0,16 

0,015 

 

360-580 

To know oT is the electrical conductivity perpendicular to the axis c, ne, p  is 

the electron density of electrons and holes, μe, p is the mobility of electrons and 

holes, Ea is the activation energy and S is the coefficient of seebek. 

The effect of doping on the charge carriers 
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The friable structure of these materials due to the nature of the chemical 

bonds between the sheets [X-M-X] induces a strong electron-phonon coupling. 

A charge introduced during the doping causes a local deformation of the chain 

and creates a state located in the forbidden band; we then speak of localized 

defects. 

Indeed, these quasis particles (defects + charge) cause a disorder in the 

crystal. This disorder has the effect of the location of electronic states 

particularly drastic low dimension. The causes of disorder are manifold and 

manifest at different scales. We will speak of homogeneous defects at the 

molecular level and of heterogeneous disorder for microscopic and macroscopic 

scales [46]. The organization of the material, therefore the quantity and type of 

defects encountered, is decisive as regards the properties of the conduction. 

The chemical synthesis mode and the formatting intervene critically in the 

existence of the order within MX2. 

The anisotropic crystalline structure of the lamellar compounds leads to 

anisotropy of conductivity and mobility. The measured ratios of anisotropy 

sometimes very high are to be put on the account of stacking defects and their 

power of diffusion carriers. The high anisotropies measured on certain single 

crystals are therefore extrinsic in nature. For example, creating defects when 

handling samples. 

The effects of defects on physical properties 

In the materials we study in our work inevitably there exist defects whose 

origin is quite varied. Irradiations cause many displacements of atoms in the 

crystal. At each vacant site corresponds an interstitial atom located in a Van der 

Waals gap: these are Frenkel defects. The disorder thus introduced, causes a 

significant modification of the physical properties of these materials. The local 

conditions of screening around a fault modify the electronic distribution and 

affect the charge density wave. Beyond a critical density of defects, the phase 

transitions disappear and there remains only an incommensurable phase, 

corresponding to a disordered structure. 
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Another type of defects is obtained by doping or substitution. We recall the 

main results: 

 Creation of defects in the sub-networks of anions, for example by 

replacing a portion of the atoms of selenium by sulfur atoms. This does 

not remove these phase transitions. 

 Except for the defects obtained by substitution, the techniques used for 

the creation of defects such as neutron irradiation and irradiation with 

very high energy electrons. These irradiations have interesting 

advantages: homogeneity of the defects created, and concentrations of 

defects controlled, but when they are very low. 

By irradiation with high energy particles, gaps are created in the atomic 

planes of the transition metal and lodge in Van der Waals gaps between the 

layers. In this case 1% [46] of displaced atoms are enough to destroy the phase 

transitions. 

This shows the importance of the nature of the defects created. The 

charge density wave is much more affected, due to the great influence of the 

fault on the electronic system. 

b. The diffusion length and the life expectancy 

There is little data on LD diffusion lengths and temps life times in MX2 

semiconductors (M = Mo, W, X = S). Typical diffusion lengths have as order of 

magnitude LDc = 10-200 μm in the WS2 along the sheets and a few 

micrometers perpendicular to the sheets. 

7. THE MECHANICAL AND CHEMICAL PROPERTIES 

MX2 lamellar materials (M = Mo, W, X = S) have long been used as solid 

lubricants, they have good properties to reduce friction through easy cleavage 

between sheets. Nevertheless, the environment in which the layers of these 

latter materials are used influences their performance. Thus, in the case of a 

contact between two metal surfaces lubricated by a MoS2 coating, the 

coefficient of friction increases with humidity up to 65% RH, and then decreases 

[47]. An increase in contact pressure or speed results in a decrease in the 
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coefficient of friction. Indeed, at high pressure or speed, there would be heating 

up in the contact 

Causing evaporation of water present between MoS2 films. The durability 

of the film is largely controlled by the moisture content. 

The increase of the coefficient of friction with moisture is generally 

attributed to the formation of hydroxides or oxides of molybdenum (MoO3) or 

tungsten (WO3). 

It is also conceivable that the water molecules react with the pendant 

bonds of the crystallite edges, thus hindering the relative movement between 

the sheets or their rotation in the contact. 

With regard to the chemical properties these materials are chemically 

stable and have an active resistance to photocorrosion [49]. 

Other properties are shown in the following table 

Table 3. 4: Direct gap band, the effective mass of electrons, dielectric constant 

for a monolayer of MX2 [48] 

MX2 Gap band (ev) me
*
 /me constant dielectric 

MoS2 1.8 0.56 4.8 

WS2 1.93 0.33 4.4 
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III.II   INTRODUCTION TO THE PROPERTIES OF GRAPHENE 

1. INTRODUCTION 

Graphene is the name given to the single layer carbon sheet (Fig. 

3.10) which was isolated experimentally for the first time in 2004 [50]. 

Before that, graphene had been investigated theoretically for over sixty 

years, although its existence as a 2D crystals in free space was thought 

impossible [51]. In the last eight years graphene has been the most studied 

material in the world, attracting the attention of the entire scientific 

community for its fascinating physical and chemical properties. 

 

Figure 3-10: Graphene structure compared with other carbon materials: 

 fullerenes, carbon nanotubes and graphite. Image taken from [52]. 

Graphene shows such a different behaviour to be considered as a new 

material. The electronic properties of graphene are probably one of its most 

interesting and studied aspects. First of all, graphene has been the first 

material showing electronic linear dispersion (see next section). The charge 

carriers show remarkably high mobility, this ensures that they can travel for 

sub-micrometer lengths undergoing few scattering events. Graphene can 

also be considered as a giant molecule and thus, it can be used for 

chemical functionalization as a basis for building new materials. Today 

graphene is considered to have big potential in the world of applications: as 
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a transparent, flexible and conductive material it is very promising for 

microelectronic and optoelectronic devices [53]. 

In this chapter some of the properties that make graphene a unique 

material are discussed, followed by an overview of the aims and structure 

of this thesis. 

2. GRAPHENE BAND STRUCTURE  

In carbon materials, excluding the diamond where electrons are 

hybridized in a sp3 configuration, the π valence electrons are responsible for 

transport, magnetism and other physical properties. What makes graphene 

really special is first of all  the uniqueness of its band structure. 

Fig. 3.11 (a) and (b) show the unit cell in the real lattice and the 

Brillouin zone in the ciprocal lattice of the 2-D system, respectively. 

 

 

 

 

 

 

 

Figure 3-11: Real (a) and reciprocal (b) lattice of graphene.  
Image adapted from [54]. 

The unit vectors in the real space are given by: 

aଵ = ቆ ͵�ʹ , √͵�ʹ  ቇ        aଶ = ቆ ͵�ʹ , √͵�ʹ  ቇ                               ሺ͵.ʹሻ 

where  the  graphene  lattice  constant  is  | a1  |=| a2  |=  2.46 Å.   In  the  

reciprocal lattice the unit vectors are: bଵ = ቀ ଶ�ଷ� , ଶ�√ଷ� ቁ        bଶ = ቀ ଶ�ଷ� , − ଶ�√ଷ� ቁ                                      ሺ͵.͵ሻ  

The high symmetry points Γ, M , K, indicated in Fig. 3.11 (b), 
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correspond to the center, corner and center of the edge of the first Brillouin 

zone. 

The theory which is adopted to calculate the electronic band dispersion 

is the tight binding method (see reference [55]). The Hamiltonian equation 

problem can be solved by considering the nearest neighbour atom. 

 In particular, the simplified energy dispersion relation, which is plotted 

in Fig. 3.12, is the following: 

 

                                                                                                        …….. (3.4) 

Figure 3-12: Graphene energy dispersion bands plotted for the whole region of 

the Brillouin zone.  The top-right inset shows the dispersion along the high 

symmetry directions Γ, M, K.   In the bottom-right inset, the linear dispersion 

occurring at the K points is magnified. Image adapted from [55-56]. 

The term t is called the nearest neighbour hopping energy, with a value 

of about 2.8 eV. The signs ± are related to bonding and anti-bonding π 

energy bands. The most interesting transport properties of graphene are 

due to the dispersion around the K points (bottom-right inset of Fig. 3.13). 

By expanding equation 3.3 around these regions it becomes: 

+ ௟�௡௘�௥ܧ                                                  =  ± ��ி|�|                                                   (3.5) 

where vF is the Fermi electron velocity, equal to ~ 106m/s in graphene. 

For the electron bands behaviour around the K points, graphene is 
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considered a gap-less semiconductor. It is possible to make a parallel 

connection between graphene elec- trons and relativistic particles: the linear 

dispersion relation 3.4 reduces to the Dirac equation if the electron mass is 

set to zero and if vF substitutes of the speed of light c.   

This is the reason why the charge carriers in graphene can be treated 

as massless Dirac particles [56]. 

3. DENSITY OF STATES  

From the E(k) linear dispersion relation it is possible to derive the 

density of states (DOS) which can be defined as the number of energy 

eigenstates in a unit energy interval [30]. Mathematically, this is equivalent 

to: 

gሺEሻ݀ܧ = ʹ�� ( ݀�ሺʹߨሻଶ/Ω
) … … … … … … … … … … . . ሺ͵.͸ሻ 

where gz relates to the zone degeneracy. As there are six K points, 

each one  shared by  three atoms, gz  = 2 and Ω is the area of the reciprocal 

lattice.  dA is an infinitesimal area in the k-space and as the perimeter can 

be written as 2πk it follows that dA = 2πkdk. Finally, the expression for g(E) 

normalised by the total area Ω is: 

gሺEሻ =
πʹ

|�݀�dE | =
πʹ

|kሺ ݀ܧdk ሻ −ଵ| … … … … … … … … … … . . ሺ͵.͹ሻ       
Using the 3.4 the previous expression becomes: 

 

 

 

 

Figure 3-13: Density of states near the Fermi level with Fermi energy EF. 

 Image taken from  [58]. 
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                    gሺEሻ = ቀ ଶ
πሺħ��ሻ2 ቁ|ܧ| =  βg|ܧ| … … … … … … … … … . . … … … . . ሺ͵.ͺሻ 

The linear energy dependence of the density of states is shown in 

Fig.3.14 and the value of βg is ≈ 1.5 · 1014eV −2cm−2. At the Fermi energy EF 

= 0 the density of states is zero; therefore graphene can be considered a 

gap-less semiconductor. 

4. GRAPHENE MECHANICAL PROPERTIES  

The melting temperature of thin films decreases with the layer 

thickness and for significantly reduced thicknesses (≈ tens of atomic layers) 

the films tend to become unstable. This is the main reason why 2D materials 

such as graphene were thought impossible to exist. Graphene was found to 

be not just thermodynamically stable up to high temperatures, but also the 

strongest material ever existing. The origin of graphene’s robustness lies on 

the σ bonds which connect the carbon atoms in a solid honeycomb packed 

structure. Importantly, graphene flakes obtained by mechanical exfoliation of 

graphite have a very good crystalline quality [58]. The strength of the atomic 

bonds ensures the absence of dislocation or other crystal defects. This is 

also confirmed by the high performances shown by the charge carriers 

which can travel thousands of interatomic distances without scattering. 

AFM nanoindentation measurements have been performed to probe 

the elastic stress-strain response [59]. In defect-free graphene sheets, a 

stiffness of the order of 300 − 400 N/m, with a breaking strength of ca. 42 

N/m, have been reported. 

The latter value is about 200 times greater than the one measured in 

steel. The estimates of the Young’s modulus yielded approximately 0.η − 1.0 

T P a. These values, combined with the relative low  cost of thin graphite, 

make this material  an ideal candidate for mechanical reinforcement as 

suggested in [61]. In addition, due to its exceptional elastic properties, 

graphene will be implemented soon in bendable electronic devices such as 

transparent and stretchable screens, displays, sensors and antenna [62,63]. 
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Figure 3-14: Graphene on polyethylene terephthalate (PET), assembled in a 

touch panel which shows outstanding flexibility. Image taken from [62]. 

5. GRAPHENE FUNCTIONALIZATION  

Graphene is a chemically inert material. Nevertheless, the existence of 

an atom- ically thin material has introduced the possibility of performing 

chemical modifi- cation with the aim of achieving new 2D graphene-based 

derivatives. Despite the close relationship with graphene, these materials 

show very different properties due to the change of their electronic structure. 

Fluorographene [64], for instance, is a new material where F atoms 

saturate the C atoms in a sp3 hybridization configuration (see Fig. 3.15(a)).  

It inherits high mechanical strength from graphene but, differently unlike the 

pristine carbon sheet, it is a high quality insulator. Resembling Teflon 

properties, fluorographene is very inert below 400°C. From an applications 

point of view, fluorographene seems a promising insulator material to be 

implemented in graphene heterostructures. 
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Figure 3-15: (a) Fluorographene atomic structure: every C atom of thegrapheme 

lattice (blue spheres) is bonded with a F atom (red spheres), in a sp3 

hybridization configuration. (b) Molec- ular representation of fully hydrogenated 

graphene. (c) Idealized graphene oxide structure where the oxygen functional 

groups are oriented out of the graphene plane. 

 Images taken respectively from [65-66 and 67]. 

The exposition of graphene to hydrogen plasma leads to a new 

material called graphane, where each carbon atom is bonded to a hydrogen 

atom [68]. However, differently from fluorographene, graphene 

hydrogenated either in one or both sides looses hydrogen atoms at 

moderate temperatures. This lack of stability causes doubts about possible 

applications of this material. 

Graphene Oxide [69] is another insulating graphene derivative 

obtained by oxidation of the graphene lattice. In this case the structure is not 

stoichiometric and, as shown in Fig. A.4 (b), the oxygen functional groups 

(epoxide, carbonyl, hydroxyle, phenol) are randomly attached outside the 

graphene plane at both sides. Graphene oxide is less stable than 

fluorographene, showing reversibility to the unoxidized state by thermal or 

chemical reduction [70, 71]. A recent finding, which may lead to important 

applications, is the use of graphene-oxide as a selective membrane through 

wich only water molecules can pass through [72]. 
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IV. SILVACO (TCAD) SIMULATION AND RESULTS 

IV.I   SILVACO ATLAS (TCAD) SIMULATION TOOL 

1. INTRODUCTION 

In our work, we used technological simulation software SILVACO (TCAD), 

to simulate the electrical and optical characteristics of 2D Materials III-V 

materials junction solar cell. A detailed structure is made of Schootcky diode 

graphene/semiconductor, MoS2/semiconductor. First, we should learn some 

basic notions and how it works this software and then we would proceed to our 

simulation and discuss the results that we obtained from our work. 

2. THE ROLE OF SIMULATION 

Device simulation helps users understand and depict the physical 

processes in a device and to make reliable predictions of the behavior of the 

next device generation. Two-dimensional device simulations with properly 

selected calibrated models and a very well-defined appropriate mesh structure 

are very useful for predictive parametric analysis of novel device structures. 

Two- and three-dimensional modeling and simulation processes help users 

obtain a better understanding of the properties and behavior of new and current 

devices. This helps provide improved reliability and scalability, while also 

helping to increase development speed and reduce risks and uncertainties. 

The simulation gives us the opportunity to link the theoretical and 

experimental wolds with impossible mathematical analyzes, and giving us 

space to build a physical world with certain conditions. 

3. A BRIEF HISTORY ABOUT SILVACO 

Silvaco, (Silicon Valley Corporation).  Develops and markets electronic 

design automation (EDA) and technology CAD (TCAD) software 

and semiconductor design IP (SIP).  

It is a leading provider of professional chains of finite element simulation 

and computer-aided design software for the Technology Computer Aided 

Design (TCAD) 

https://en.wikipedia.org/wiki/Electronic_design_automation
https://en.wikipedia.org/wiki/Electronic_design_automation
https://en.wikipedia.org/wiki/Technology_CAD
https://en.wikipedia.org/wiki/Semiconductor_intellectual_property_core
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The company is headquartered in Santa Clara, California, and has a 

global presence with offices located in North America, Europe, and throughout 

Asia. Since its founding in 1984 by Dr.Ivan Ppesic, Silvaco has grown to 

become a large privately held EDA company. The company has been known by 

at least two other names: Silvaco International,[73] and Silvaco Data 

Systems.[74] 

In 2003 Silvaco acquired Simucad Inc., a privately held company providing 

logic simulation EDA software. Silvaco re-launched the brand by spinning out its 

EDA product line in 2006 under the Simucad name.[75] As of February 17, 

2010, Simucad Design Automation and Silvaco Data Systems were merged 

back together forming Silvaco, Inc.[76] 

In 2016, Silvaco added semiconductor design IP (SIP) to its portfolio with 

the acquisition of the privately held company IPextreme, Inc.[77] Silvaco also 

entered into another new market segment with the acquisition of the privately 

held company edXact in France.[78] The tools from edXact are used for 

analysis, reduction, and comparison of extracted parasitic netlists. 

In 2017, Silvaco acquired SoC Solutions, a privately held company 

providing semiconductor IP.[79] 

4. SILVACO (TCAD) SOFTWARE: 

 The VWF: (virtual wafer Fab) 

VWF enables users to perform advanced analysis tasks like Design of 

Experiments (DOE) or optimization, using any of the Silvaco simulators. 

There are a lot of software that form VWF but the famous is Atlas and 

Athena, these tools are divided into two main categories 

 Main Tools and Auxiliary tools 

https://en.wikipedia.org/wiki/Santa_Clara,_California
https://en.wikipedia.org/wiki/Silvaco#cite_note-1
https://en.wikipedia.org/wiki/Silvaco#cite_note-2
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Figure 4-1: The Virtual Wafer Fabrication [80]. 

Atlas: 

Atlas is a 2D and 3D simulator that performs AC and AC analysis and 

transient analysis of most semiconductor-based devices. Atlas allows identifying 

and optimizing the characteristics of semiconductor devices for a wide range of 

technologies. In addition to the "external" electrical behavior, it provides 

information on the internal distribution of variables such as carrier 

concentrations, electric field or potential, etc., all important data for the design 

and optimization of technological processes. 

ATLAS has been designed so that it can be used with other tools that 

facilitate or supplement its use. 

This simulator consists of two parts: 

- A Digital Processing Part (method of integration, discretization ...). 

- A part formed of the physical models of the most recent semiconductor 

components: models of recombination, impact ionization, mobilities, 

temperature and statistics of Fermi-Dirac and Boltzmann in particular. 
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The diagram in Figure 4.2 shows the different types of information that 

circulate at "Atlas" inputs and outputs. Most simulations carried out under 

"Atlas" use two input files [80] 

Figure 4-2: shows the flows of information to and from  

the Atlas simulator [80]. 

The first file is a text file containing commands for “Atlas” to run 

(represented by "Command File"). The second file is a "structure file" containing 

the structure of the device to be simulated defined in "Athena" or "DevEdit". 

At the "Atlas" output, we have three types of files. First one is is the 

"Runtime" output, which gives progress, errors and warning messages during 

the simulation. Secondly is the "log" file, which stores all voltage values and 

currents from the analysis of the simulated device. Third is the "Solution File", 

this file stores the 2D or 3D data concerning the values of the solutions 

variables at a given point of the device. 

ATHENA is simulation software including in SILVACO and is used for 

simulating the manufacturing process of the different constituents of an 

electronic device, and also treats ion implantation and diffusion of impurities and 

oxidation and other technological processes of manufacturing. It is generally 

used to simulate simultaneously With Atlas. 
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DEVEDIT is an environment where the structure (dimension, doping,) and 

its mesh are drawn. 

DECKBUILD is an environment where the simulation program is defined 

as shown in Figure 4-3. 

TONYPLOT is an environment where the simulation results are displayed 

(structure of the component, distributions of various quantities in it, electrical 

characteristics ...). 

 

Figure 4-3: duck build window 

4.1 Atlas Operating Mode: 

The command is entered in DECKBUILD by go atlas lik the picture shown 

above. 

The Order of Atlas Commands 

The order in which statements occur in an Atlas input file is important. There are 

five groups of statements that must occur in the correct order Otherwise, an 

error message will appear, which may cause incorrect operation or termination 

command 
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of the program. For example, if the material parameters or models are set in the 

wrong order, then they may not be used in the calculations. 

The order of statements within the mesh definition, structural definition, and 

solution groups is also important. Otherwise, it may also cause incorrect 

operation or termination of the program. 

4.1.1 Syntax of an instruction: 

An instruction takes the following general form: 

<Instruction><parameter> = <value> 

There are 04 types for values (real, integer, logic, character) 

The order of parameters is not mandatory; abbreviation is possible but 

requires no overlap with other instructions. 

To write a comment that is not executed by the compiler, we use the symbol #. 

ATLAS can read 256 characters in a line, but it is better to separate the 

lines with a backslash at the end of the line in a long statement so that the 

instructions can be read in a clear way. 

It does not differentiate between a capital letter and a lowercase letter. 

4.1.2 Instructions’ order: 

After the presentation of the "Atlas" simulation tool of SILVACO TCAD, 

its internal composition and its functioning we will now present the order of 

Commands specific to Atlas programming logic. Thus, there are five groups of 

commands, these groups must be organized correctly (Figure 4.2). If the order 

is not respected, an error message appears and the program does not execute 

correctly. For example, if the parameters or material models are not placed in 

the proper order, the simulator does not consider them. 



 

 
68 

 

Figure 4-4: Order of groups of Atlas commands (The associated  

basic commands) [80]. 

ATLAS is a powerful tool, its instructions are very numerous and its 

documentation is voluminous that it is difficult to explain everything about it in 

this thesis. 

In order to explain the ATLAS tool, we found that it is useful, in our 

framework, to illustrate the operation of this tool with the help of concrete 

examples. We will therefore give an example of simulation of a solar cell 

graphene / MoS2 / n-Si at Schottky junction, by explaining the construction 

process of its structure in DECKBUILD and putting it under solar lighting with 

AM1.5, and by studying its characteristics. 

The instructions will be illustrated in the rest of this chapter, as well as the 

results of our simulation. 

The following figure represents the structure of the Graphene/MoS2 solar 

cell that we want to simulate in ATLAS. 
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Figure 4-5: The structure of our graphene / MoS2 / n-Si solar cell that 

 we want to simulate in SILVACO TCAD. 

4.2 Structure Specification: 

The specification of the structure is obtained by identification of mesh, 

regions, electrodes and the doping. 

4.2.1 MESHING 

The first section of structure defining statements in the Deckbuild program 

is themeshing section. This section specifies the two-dimensional grid that is 

applied tothedevice with mesh statements.  

The following instruction is used to define the meshing: 

x.mesh location=<value> spacing=<value> 

The ATLAS device simulator can more easily solve the differential 

equations at each grid point if there are no abrupt changes between adjacent 

points. Mesh statements have two parts called location statements and 

spacingstatements.  

The location statement, “loc”, specifies the x or y value in the structure 

to whichthe following “spacing” statement is applied.  
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The spacing statement, “spac”, specifies thespacing between grid lines at 

that specific location. 

The Figure 4-6 represents the meshing that we have created for our 

structure and its respective instructions entered in DECKBUILD. 

Figure 4-6: The mesh statements creating the mesh for the graphene  

solar cell / MoS2 / n-Si are displayed along with a picture of the created mesh 

4.2.2 REGION 

The region statements include a region number, a material specification, 

and the region boundaries. The region number is arbitrary but is used in later 

structure specification sections to apply characteristics to certain regions.  

The instruction for defining regions is as follows: 

REGION number=<integer> material=<material_type> / 

<position_parameters> 

Every region must have a different number as the program produces an 

error if a statement applies to two different regions.  
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The material specification statement specifies that the whole region 

consist of the stated material. This statement gives that whole region default 

parameters and characteristics of that specified material, which are stored in the 

ATLAS material library. These values include parameters such as the 

bandgap, electron and hole mobility, and optical properties such as the index of 

refraction.  

P.S: These parameters can be used or changed in another section of the 

structure defining code if the user wishes to modify a material's original 

properties. 

 

Figure 4-7: The region statements creating the regions of the solar cel graphene  

/ MoS2 / Si are displayed along with a picture of the created regions. 

Graphene, as a material, is not included in ATLAS material library, so to 

define it, we used the statement “user.material”, which is used to define 

materials unknown to ATLAS, and we allocated it to its respective region with 

the position parameters. 
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The color code is used to identify the materials (each material corresponds 

to a color), while vertical and horizontal lines mark the boundaries of each 

region. 

There are four specific areas. Each area is defined by a color, and its 

 

 Figure 4-8: A magnified section for areas with specific materials 

4.2.3 ELECTRODES 

The definition of electrodes is as follows: 

Electrode Name=<Electrode Name><position_parameters> 

The user has the ability to determine any number of electrodes with 

different metal properties. Each electrode definition statement usually has three 

parts. The user must first name each pole. The name can be followed by the 

“material” statement, which is used to determine the type of contact metal that is 

used as electrode, which can be one of the materials registered in ATLAS 
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Material Library, or a user-defined material, like in our case where we used 

Graphene as Anode.  

The statement for the definition of an electrode uses maximum and 

minimum limits of x and y values to set the limits of each electrode. The 

positions of the electrodes are located by the following instructions: 

X.MIN: Specifies the starting point of the electrode.  

RIGHT: the position of the electrode is located to the right of the structure 

(inverse: LEFT). 

TOP: the position of the electrode is at the top of the structure (inverse: 

BOTTOM). 

It is also possible to name the electrode only and identify it as covering the 

top or the bottom of solar cells. 

In our example two anodes at the top of the structure with a length of 2 μm 

each, and a cathode at the bottom of the structure translated by the following 

instructions in Figure 4-8 

Figure 4-9: The cathode and the anode are made together with the  

electrode identification code in the graphene / MoS2 / Si solar cell. 
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4.2.4 DOPING 

The last aspect of structure specification that needs to be defined is 

doping. The format of theAtlas statement is as follows:  

DOPING <distribution type><dopant_type><position parameters> 

In our work, we used a doping with a uniform n-type distribution and 

different donor concentrations.For example, the instructions of a donor 

concentration of 1.e16 cm-3 with a uniform distribution for the Si substrate is 

given by: 

Doping n.type conc=1.e16 uniform region=1 

Once the structure defined, it can be saved in a .str file. This can be 

accomplished by the following statement:  

save outf= Graphene_MoS2_n-Si.str 

On the other hand, we can view the design of the structure using the Tonyplot 

tool using the following statement:  

Tonyplot Graphene_MoS2_n-Si.str 

Figure 4-10: graphene / MoS2 / Si solar cell dope n type. 
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4.3 Materials and Model Specification: 

After specifying the mesh and doping, we can easily modify the 

characteristics of the materials used (electrodes, substrate) and change their 

parameters that ATLAS takes them by default and define our choice of the 

physical model that will be used during the simulation. These actions are 

accomplished by the following instructions: MATERIAL, CONTACT, and 

MODELS. 

4.3.1 MATERIAL 

The material defining statements that follow the definition of the device 

structureallow the user to alter the properties of given materials or to input 

newmaterials into the device. The statements alter the material properties of a 

specifiedmetal, semiconductor, or insulator, to simulate more accurately a 

device that uses materials that do not match the given default values of the 

ATLAS software and the format for the material statement is as follows: 

MATERIAL <localization><material_definition> 

Different parameters can be defined with different material statements. 

Examples include the bandgap at room temperature (EG300), electron and hole 

mobilities (MUN and MUP), recombination parameters (TAUN and TAUP), etc.  

In our example, we used Graphene and MoS2 and Si as basic materials in 

building the structure. The following statements are used to define their 

properties. 

Material material=Graphene user.group=semiconductor 

/user.default=4H-SIC 

Material material=Graphene EG300=0.026 NC300=1.9e16 / 

NV300=1.9e16 MUN=16983.69 MUP=16983.69   

Material material=MoS2 user.group=semiconductor 

/user.default=MoSi2 

Material material=MoS2 EG300=1.29 NC300=2.2e18 / 

NV300=1.8e19 MUN=100 MUP=150  
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As a user-defined material, it is necessary to identify to which material 

group Graphene does belong. Therefore, for its material definition statement, 

we specified that Graphene does belong to the “semiconductor” material group, 

using Silicon Carbide (4H-SiC) as a reference material, to be able to alter its 

properties and transform it to Graphene [81]. 

For MoS2, its material definition statement, we specified that MoS2 does 

belong to the “semiconductor” material group, using MoSi2 as a reference 

material, to be able to alter its properties and transform it to MoS2 . 

4.3.2 MODELS 

The physical models fall into five categories: mobility, recombination, 

carrier statistics, impact-ionization, and tunneling. The syntax of the model 

statement is as follows: 

MODELS <model flag><general_parameter> / 

<model_dependent_parameters> 

The choice of model depends on the materials chosen for simulation. The 

example below activates several models. 

MODELS CONMOB FLDMOB SRH 

CONMOB is the model for the concentration dependent mobility. 

FLDMOB is the model of Dependence of the electric field.  

SRH is the Shockley-Read-Hall model.  

4.3.3 Contact  

Contact determines the physical attributes of an electrode: anode, 

cathode, drain, etc. The syntax for contact is as follows: 

CONTACT NUMBER=<n> |NAME=<name>|ALL 

Here is our example of a contact statement: 

contact name=anode workfunction=4.55 
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4.3.4 Numerical METHOD selection 

After the materials model specification, the numerical method selection 

must be specified. Thereare various numerical methods to calculate solutions to 

semiconductor device problems. Thereare three types of solution techniques 

used in SILVACO ATLAS: 

 Decoupled (GUMMEL) 

 Fully coupled (NEWTON) 

 BLOCK 

The GUMMEL method solves for each unknown by keeping all other 

unknowns constant. The process is repeated until there is a stable solution. 

Newton's method solves all unknowns simultaneously. The BLOCK method 

solves some equations with the GUMMEL method and the others with the 

NEWTON method. 

The GUMMEL method is used for a system of equations that are weakly 

coupled and where there is linear convergence. NEWTON method is used 

when the equations are strongly coupled with quadratic convergence. In our 

example, we used the following Method order 

METHOD GUMMEL NEWTON BLOCK 

In this example, equations are resolved by a GUMMEL method. If the 

convergence cannot be reached then NEWTON helped solve some of the 

equations and the others were solved by BLOCK. Solutions Specification 

So far, we have created the structure, allocated the materials to their 

specific regions, gave them their properties, specified the physical models, and 

selected the numerical method for the calculations to be done. The next step is 

to specify solutions.  

To evaluate a solar cell created in DECKBUILD or any other structure 

defining program, the user can simulate the actual conditions in which a solar 

cell would operate. This includes variables such as a light beam with its 

associated optical intensity and angle of incidence, different voltage conditions 

on the electrodes, and temperatures, to then extract and study the important 

optical-electrical parameters such as:  
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- The Current-Voltage curve (I-V curve) 

- The Short Circuit Current (Isc) 

- The Open Circuit Voltage (Voc) 

- The Fill Factor 

- The Efficiency Ș (%) 

4.4  Solutions Specification 

4.4.1 Defining the light source 

In simulating solar cells, the user must specify a beam of light, which 

shines upon the device, and can then use any number of electrode conditions 

and solve statements to gather the desired characteristics of our 

Graphene/GaAs solar cell. 

In this work, the light beam and the electrodes are utilized to set the 

environment for obtaining solutions of solar cell simulations. 

BEAM: In DECKBUILD, the BEAM statement, which is used in obtaining solar 

cell solutions, comes after all of the structure defining statements and before the 

following solve statements. The light beam defining statement in this work is the 

following: 

Beam num=1 x.o=10 y.o=-1 AM1.5 

In this statement, we specified a light beam of AM1.5 spectral irradiance 

and the origin of the light beam that is located 1 µm above the center of our 

Graphene/GaAs solar cell. 

4.4.2 Obtaining solutions 

Before inputting statements that obtain all of the pertinent solutions for a 

device, files must be created to store all of the following solutions. These files 

can be of two types: .log and .str (structure) files.  

LOG: allows all final simulation characteristics to be saved in a .log file (saves 

a file of .log extension). Any type of data, whether I-V, transient or C-V, 

generated by the SOLVE command is saved after the LOG command (thus the 

saved information is of the electrical type and is, for example, dependent on the 
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voltage Polarization or light source). If in the program there are several LOG 

commands, each time the log file that was opened before is closed, and a new 

log file is opened. 

The following shows an example of the LOG statement. 

LOG outfile=myoutputfile.log 

The example saves the current-voltage information into myoutputfile.log, 

whichcan be viewed graphically in Tonyplot, which allows the user to specify the 

specific parts of the solution to a graph, as many solutions are all contained in 

one file and cannot be graphed simultaneously. 

Structure files can be saved after a specific solve statement. This file 

stores all of the data from the solution and allows it to be viewed visually on the 

device structure. An example of the resulting structure file following a solve 

statement is given in Figure 23. Tonyplot can convert the numerical data saved 

into the structure file into a visual representation within the device. 

Photogeneration rates in the solar cell were stored into the structure file in 

shown in Figure 4-11. Red and orange regions represent higher 

photogeneration rates while yellow regions show the lowest photogeneration 

rates. 

 

Figure 4-11:Photogeneration data is displayed in  

different areas of the solar cell. 
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After defining a log file in which all solutions are to be stored, ATLAS 

software does an initial solving of the doping profile and the potential at every 

mesh point in the zero-electrode bias case. This initial solution is obtained when 

there is no initial reference zero bias solution but can be specified by the 

statement solve init. After this initial solve statement, the conditions for the 

specific solve statements can be set. In simulating the operation of a solar cell. 

SOLVE: The SOLVE statement follows the LOG statement. SOLVE performs 

a solution for one or more bias points. The following SOLVE statement is the one 

that was used in our study to obtain the solutions.  

SOLVE b1=1.0 

This statement applies the equivalent of one sun from the earlier defined 

light source (in BEAM statement) and solves the pertinent quantities, such as 

photogeneration rates and optical intensities, at each mesh point as well as the 

electrode currents.  

After the beam of light has been applied, solutions at different electrode 

voltages can be obtained to create the solar cell’s I-V curve.  

solve vanode=0 name=anode vstep=0.1 vfinal=0.7 

This statement is to obtain solutions for the illuminated solar cell at a 

range of anode voltages. It declares an initial anode voltage of 0 V and obtains 

solutions in the range from 0 V to 0.7 V in increments of 0.1 V.  

By sweeping across anode voltages from 0 V to Voc for the solar cell, the I-

V curve is obtained. The results can later be displayed in Tonyplot in the form of 

a graph.  

LOAD AND SAVE: The LOAD statement enters previous solutions from 

files as initial guess to other bias points. The SAVE statement enters all node 

point information into an output file. 

The following are examples of LOAD and SAVE statements: 

save outf= MoS2_01.str  
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In this case, MoS2_01.str has information saved after a SOLVE statement. 

Then, in a different simulation, MoS2_01.str can be loaded as follows: 

Load infile= MoS2_01.str 

4.5 Results’ Analysis 

Once a solution has been found for a semiconductor device problem, the 

information can be displayed graphically with TonyPlot. Additionally, device 

parameters can be extracted with the EXTRACT statement, which can be written 

manually in DECKBUILD, or selected from the ͞IŶsert Extract͟ menu from the 

͞CoŵŵaŶds͟ button in DECKBUILD’s menu bar.  

In the example below, the EXTRACT statement obtains the current and 

voltage characteristics of a solar cell. This information is saved into the 

IVcurve.dat file, then, TonyPlot displays the information in the IVcurve.dat 

file in the form of a graph. 

EXTRACT NAME="iv" curve(v."anode",i."cathode") / 

OUTFILE="IVcurve.dat" 

TONYPLOT IVcurve.dat 

The following figure is an example of a solar cell’s I-V curve displayed in 

Tonyplot using a simulation script of a silicon solar cell, which came pre-

installed with SILVACO (TCAD). 
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IV.II SIMULATION RESULTS AND DISCUSSION 

1. INTRODUCTION 

In this chapter, we are going to talk about the results that we have 

gathered from the simulation. the add of thin film of MoS2 applid are applied to 

observe their effect on the value of Efficiency, Fill Factor, Voc and Jsc. The 

results are then compared with the results from article Ref.01. 

The structure was obtained easily, but the results couldn’t be obtained due 

to the fact that many parameters were not mentioned in the article including: 

- The densities of state (NC and NV) 

- The recombination parameters 

- The Dielectric permittivity of Graphene and MoS2 

- The optical parameters, including the refractive index that was 

used to obtain the optical transmittance of Graphene and MoS2 

Efforts were put to obtain these parameters, through calculations and research. 

2. GRAPHENE AND MoS2 PARAMETERS OBTAINED AND USED IN 

THIS WORK 

Silicon Carbide (4H-SiC) was used as a base material for modeling 

graphene and the Molybdenum silicide was used as a base material for 

modeling MoS2.  

and we have to determine the value we use in this work summarized in the 

following table: 
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Table 4-1. The parameters of graphene [82-85]. and MoS2 [86]  that were used 

in the simulation 

Parameter type 
ATLAS Identifier 

Value for 
graphene 

Value for MoS2 

Band parameters 

Bandgap (Eg) 0.026  1.29 

Permittivity (ε) 5.6 4.17 

Work function  4.8 4 

Effective density of 
states in conducsion 

band 
1.9e16 2.2e+18 

Effective density of 
states in valance 

band 
1.9e16 1.8e+19 

Hole band mobility  16983.69 150 

Eletrone band 
mobility 

16983.69 100 

Electrone affinity  4.08 4.2 

Recombination 
parameters 

taun0,taup0 0 0 

nsrhn,nsrhp 0 0 

ksrhcn,ksrhcp 0 0 

ksrhtn,ksrhtp 0 0 

ksrhgn,ksrhgp 0 0 

augn,augp 0 0 

augkn,augkp 0 0 

kaugcn,kaugcp 0 0 

kaugdn,kaugdp 0 0 

Etrap 0 0 

Copt 0 0 
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2.1 Refractive Index 

One of the important optical parameters is the Refractive Index. It is to 

determine how much light is bent, or refracted, when entering a material. It is 

described by Snell's law of refraction: 

                                                  nଵsinșଵ =  nଶsinșଶ             (4.6) 

Where șଵ and șଶ are the angles of incidence and refraction, respectively, 

of a light beam crossing the interface between two media with refractive indices nଵ and nଶ. 

The refractive indices also determine the amount of light that is reflected 

when reaching the interface, as well as the critical angle for total internal 

reflection and Brewster's angle. 

 

Figure 4-12: The refraction of a red-light beam traveling between  
two materials with different refractive indices.    

2.1.1 Complex refractive index 

When light passes through a medium, some part of it will always be 

attenuated (absorbed). This can be conveniently taken into account by defining 

a complex refractive index, ݊ = ݊ +  (4.7)       ߢ�

Here, the real part ݊  is the refractive index and indicates the phase 

velocity, while the imaginary part ߢ  is called the extinction coefficient — 

although ߢ can also refer to the mass attenuation coefficient and indicates the 
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amount of attenuation when the electromagnetic wave propagates through the 

material.  

In the case of graphene, a small part of the light passing through it is 

attenuated. Thus, it’s refractive index is represented in a complex from. 

It is important to know that, unlike other studies, the values of graphene’s 

refractive index that were introduced in this work are Wavelength dependent, 

which gives us the following relation of graphene’s refractive index ݊ሺߣሻ = ݊ሺߣሻ +  ሻ     (4.8)ߣሺߢ�

The two following graphs represent the values of graphene’s and MoS2 

refractive index depending on the optical wavelength: 

 

 

Figure 4 -13: Real and Imaginary refractive index of graphene  
versus Optical Wavelength [87].

 ߢ ݊
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Figure 4 -14: Real and Imaginary refractive index of MoS2  

versus Optical Wavelength[88]. 

 

These values were used in our simulation, which allowed us to obtain 

results that are close to the experimental values published in reference [01 ] 

3. RESULTS AND DISCUSSION 

3.1 Results: 

In this worck, we study and compare two different Schottcky solar cells; the first 

one is graphene/n-Si and the second one is Graphene/MoS2/n-Si. Table 4-2 

summarizes the results obtained in this work. 

Table 4-2: Results of the simulation 

Solar cells type Voc(V) Jsc(mA/cm2) 

Format 

Factory Efficiency % 

Graphene/n-Si 0.62 6.9 0.87 2.7 

Graphene/MoS2/n-

Si 0.425 0.66 22.2 4.5 
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3.1.1  The following graphs confirm the diode behavior of our structures 

Dark graph: 

Graphene/Si 

Figure 4 -15: Graphene/Si in Dark Mode 

 

Graphene/MoS2/Si 

  

Figure 4 -16: Graphene/MoSi/Si in Dark Mode 
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Light Graph: 

Graphene/Si 

 

Figure 4 -17: Graphene/Si in Light Mode 

 

Graphene/MoS2/Si 

 

 Figure 4 -18: Graphene/Si in Light Mode 
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3.1.2   Observation : 

We observe that there is an increase in the efficiency of the solar cell when 

we insert a thin film of MoS2 of almost we double value. 

3.1.3  MoS2 effect: 

 

 

 
 

 

 

 

 

 

 

 

 Figure 4-19: Schematics of band diagrams for the solar cells [1]. 
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To better understand the photovoltaic process, we show band alignment 

diagrams for the graphene/n-Si and graphene/MoS2/n-Si solar cells, as shown 

in Fig. 4-15(a) shows the band alignment of a graphene/n-Si solar cell under 

ambient conditions. The photovoltaic process in the graphene/n-Si solar cells is 

understood by the Schottky barrier formed at the semimetal (graphene) and 

semiconductor (n-Si) interface. Fig. 4-15(b) shows a schematic band diagram 

for graphene/ MoS2/n-Si solar cells. We confirmed that thin film MoS2 exhibits n-

type properties [1]. The total built-in voltage (Vbi) of graphene/MoS2/n-Si solar 

cells is greater than that of the graphene/ n-Si solar cell because the Schottky 

barrier height is determined by the energy difference between the electron 

affinity χs of the semiconductor and the work function Wm ofgraphene, i.e. Wm 

− χs.The increase of the built-in field by insertion of an MoS2 layer can directly 

improve the VOC and the photovoltaic conversion efficiency. Moreover, 

because of the difference between the Fermi levels, the bottom of the 

conduction band and the top of the valence band of the MoS2 layer at the 

interface of graphene are shifted upward, resulting in an energy barrier at the 

interface between MoS2 and n-Si. The energy barrier of the MoS2 layer 

functions as an effective electron blocking layer for the photogenerated 

electrons in the Si layer. Furthermore, in the case of the photogenerated hole, 

the energy barrier created by the MoS2 layer functions as an effective hole-

transport layer. The effective carrier transporting (blocking) layer of MoS2 

effectively reduces the recombination loss of carriers, which in turn results in an 

increase of the JSC. Therefore, the MoS2 layer between the graphene and n-Si 

contributes to the enhancement of photovoltaic performance as a carrier 

transporting (blocking) layer. 

4.  Chapter conclusion: 

In this chapter, we presented the software that is used in our work to 

simulate a Graphene/n-Si and Graphene/MoS2/n-Si solar cells. We showed the 

different steps to create the structure, allocate materials, give these materials 

their respective properties, study the optical-electrical behavior of our devices 

and extract the different important solar cell parameters. 
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These results showed us that the most important factors for higher 

efficiencies are the nano layer of MoS2 

Thus, the results provide a new opportunity to increase solar cells 

effecienc. 
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V. GENERAL CONCLUSION  

In this work, we explained how a graphene/Si solar cell efficiency get 

increased by inserting a nano layer of MoS2 material using SILVACO ATLAS 

(TCAD). The unique properties of graphene and MoS2 layers on the surface of 

the silicon substrate allow for a better charge holder because of the ease of 

transport of electrons and low recombination rates, with very small losses in 

light input energy based on the two-dimensional layer of light transmission. We 

also validate the experiemental work of reference [1]. First, we validated that the 

efficieny get increased by inserting the Nano layer of MoS2. In addition, we 

verified that the efficiency decreased with incresed thickness of MoS2. 

We investigated the considerable improvement in the photovoltaic 

performance of graphene/Si solar cells using MoS2. MoS2 acts as effective layer 

of hole transport / electron blocking. This property contributes remarkably in 

improving the  efficiency of graphene / MoS2 / n-Si solar cell. 

in principal the effective transport (blocking) layer of the carrier in MoS2 

reduces the recombination loss of the carriers, which in turn leads to an 

increase in JSC. Therefore, the MoS2 layer between graphene and n-Si 

enhances the photoelectric performance as a carrier (blocking) carrier layer, it 

gives us an increase in efficincey. 

The performance of our solar cell is highly dependent on graphene-

based Schottky and MoS2 connection properties. Superior mobility allows 

shippers to better collect current, allowing them to travel by connecting to a low 

resistance path. 

Solar cells are currently considered a high priority in human life as a 

viable source of renewable energy and as a source of energy in remote areas 

such as space or the countryside. We recommend intensifying research on 

improving the efficiency of solar cells in our universities and research centers, 

where countries are switching from traditional sources of energy, such as fossil 

fuels, by attempting to make good use of solar cells for more energy from 
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renewable resources for domestic and industrial use, allowing the convergence 

and delivery of technologies and facilitating human life In particular. 
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LIST OF SYMBOLS 

Symbol Name Unit ℎ Planck’s constant  ܸ݁. .ݏ݊݋ݐ݋ℎ݌ ஻ Boltzmann constant� ݏ/݉  ଵ ܿ Light speed in vacuum−ݏ Photon frequency � ݏ ܿ݉−ଶݏ−ଵ ܶ Room temperature   °� ݍ Elementary charge � ܹ Depletion region width µ݉ ߣ Photon Wavelength µ݉ ஼ܰ , �ܰ Densities of State ܿ݉−ଷ ܧி Fermi energy state level  ܸ݁ ܧ஼ Lowest level of energy in the conduction band ܸ݁ ܧ� Lowest level of energy in the valence band ܸ݁ ݊� Intrinsic concentration ܿ݉−ଷ ݊ Density of free electrons ܿ݉−ଷ ݌ Density of free holes ܿ݉−ଷ �஻ Schottky Barrier height  ܸ݁ �௠ Metal work function ܸ݁ � Electron affinity in a semiconductor ܸ݁ ஻ܸூ Built-in potential ܸ݁ �௦ Semiconductor work function ܸ݁ �ܰ  , ௗܰ Concentration of acceptors and donors respectively ܿ݉−ଷ ைܸ஼ Open circuit voltage ܸ ஺ܸ Applied voltage ܸ ௠ܸ�� Maximum power voltage ܸ ܫௌ஼ Short circuit current ݉� ܫி Forward bias current ݉� ܫ௠�� Maximum power current ݉� ܫ଴ Initial current ݉� ܫோ Reverse bias current ݉� � Boltzmann’s constant ܸ݁. �−ଵ � Area of contact between metal and semiconductor ܿ݉ଶ ܴௌ Series resistance � ோܸ஻ Reverse Bias Voltage ܸ �௠ Permittivity in metal ܨ ⋅ ܿ݉−ଵ �଴ Permittivity in vacuum ܨ ⋅ ܿ݉−ଵ �௠�� Maximum power ܹ�ܨܨ ݏݐݐ Fill Factor % 

ŋ Efficiency % �.  ܸ݁ Energy Bandgap �ܧ ܸ݁ Photon energy ܧ  Air mass ܯ

MoS2 molybdenum disulfide  
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MoSi2 molybdenum silicide  ܵ� Silicon  Ͷܪ − ܵ�� Silicon carbide  �௖ Mean free time between collisions ݏ ݊ Complex refractive index  ݊ Real part of the complex refractive index  ߢ Imaginary part of the complex refractive index  ܴௌு Sheet resistance �/ߩ ݍݏ Resistivity �. ܿ݉ 

µ௡, µ௣ Electron and hole mobilities ܿ݉ଶ/ܸ.  ݉݊ Graphene thickness ݐ ݏ
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