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Research Summary

The research focuses on using an RTL-SDR receiver to geo-locate an immobile
RF transmitter; the procedure requires geo-spaced field strength measurements
and appropriate software.

For diverse gathered datasets, the thesis provides three techniques based on the
Friis transmission equation to predict uncooperative transmitter position in
outdoor environment.

The objective is to get a decent approximation utilizing inexpensive technology
and numerical analysis.

Résumé de la Recherche

La recherche se concentre sur l'utilisation d'un récepteur RTL-SDR pour géo
localiser un emetteur RF immobile

La procédure nécessite des mesures d'intensité sur le champ de propagation géo-
espace et un logiciel appropriée

Pour divers ensembles de données recueillies, la thése propose trois techniques
basées sur I'équation de transmission de Friis pour prédire la position de I'émetteur
non coopératif dans I’environnement extérieur.

L'objectif est d'obtenir une approximation décente en utilisant une technologie peu
coliteuse et I’analyse numérique.

Data processing software: Matlab2015b

Keywords: Outdoor geolocation, radio-frequency transmitter, Received field strength, RF emitter,
Approximation of signal source location, Low-cost RF geolocation
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Chapter 1

Introduction

1.1 Overview

In electronics and telecommunications a radio transmitter or just transmitter is an
electronic device which produces radio waves with an antenna. The transmitter
itself generates a radio frequency alternating current, which is applied to the
antenna. When excited by this alternating current, the antenna radiates radio
waves.

Geolocation of radio frequency transmitter is becoming a necessity rather than a
choice, it has a direct relationship with safety and surveillance.

The main purposes of geolocation are to find physical position of a device for
locating unauthorized transmitter, perform radio tags tracking, and find people
with radio emitters who transmit radio-frequency signal on private radio bands or
in prohibited area. It can also find jammers position after doing signal processing
procedure. Furthermore, identify and distinguish between legitimate radio
emission and illegitimate one.

Radio frequencies are regulated and monitored by authorities to protect sensitive
data and installations. Private companies and specialized organisations use
sophisticated and expensive hardware as well as software implementation that’s
comes with to achieve an efficient surveillance level for different radio bands.
There are many mathematics axioms that support geolocation process, and give
an interesting position estimation of RF transmitter, without using expensive
hardware Some approaches handle adoption of Friis transmission equation in free
space environment and have shown interesting results in other researches Even
though, radio frequencies are affected by environment and the mechanism of
electromagnetic propagation in real space like multipath distortion, distance
power loss, wave’s reflections.

The thesis focuses on received signal strength to determine the position of radio
frequency transmitters with a known centred frequency.



Position estimation presents only longitude and latitude coordinates, elevation
estimation needs additional equipment’s and other approaches for a correct
evaluation.

To achieve measurements task, only one RTL-SDR dongle (28MHZ-1700MHZ)
Is available, simulation with random data on MATLAB is required for algorithms
adjustments. In addition to adapt some published algorithms from other researches
to our measurements. VHF band is privileged for data collection to consider
attenuation certainly in small area. Two transmitters are selected, DVOR station
and ATIS broadcast transmitter of (Houari Boumediene airport) to collect real
data using RSS approach. Moreover, transmitter’s coverage area are carefully
inspected before starting the experience to avoid ambiguity. The signals are noisy
and affected by ground obstacles, which creates many variations in received
power from selected stations. Aeronautical transmitter in general are made for air
reception purposes. But it is possible to receive RF signals on ground scale when
the receiver position’s is near to the transmitter, and the any broadcast from
stations could be easily recognizable when listening to radio diffusion for each
station

This introduction serves as a presentation of the basic ideas and concepts that have
fuelled this research

1.2 Problem definition

Detect radio frequency transmitter could be a huge challenge because of
encountered ground obstacles, topography and the proprieties of electromagnetic
waves propagation in real space, especially if the hardware used is inadequate.

Geolocation with a higher accuracy is needed to provide location-related services
In communications, the development of an efficient method to do so is not easy,
the progress of technology in radio field and the large access to electronics
components by public may be a disadvantage sometimes when used to design
local transmitters that interfere with official allowed radio frequency band on a
precise frequency



Transmitting data in unauthorized area could be a national security concern,
people who broadcast randomly and choose any frequency they want without
permission, should be detected and tracked to comply with local regulations, the
presence of jammers occupy allocated frequency band and interferes with data
transmission on different channels may shutdown authorized services in that area,
and prevented them from operating ....etc.

As we can see there is a lot of embarrassing situations noted when radio
frequencies are not regulated and correctly monitored.

1.3 Objective

The basic purpose of the thesis is to develop and adapt some already published
algorithms to our local area, test capability of algorithms proposed and compare
between results after data processing. Associate mathematical computations to a
real world experience. Finding an acceptable position estimation of immobile
transmitter without using expensive hardware, opens the doors for other
researches that determines locations of mobile transmitters Avoid any kind of
cooperation with transmitter station, aid to geolocate a hostile transmitter with
only a known active centered frequency Determine the impact of loss coefficient
for different propagation models inside the area of interest. Comparing results
between methods for different datasets. Deduce methods performance in outdoor
environments corresponding to data collected.



1.4 Literature overview
1.4.1 Definition of electromagnetic propagation

The use of electromagnetic waves for transmitting information is attractive, in
part, because direct physical connections such as wires or cables are not required.
This advantage gave rise to the terms “"wireless telegraphy" and "wireless
telephony" that were commonly used for radio in the early part of the past century
and have returned to popular usage with the widespread development of
"wireless" systems for personal communications in recent decades.
Electromagnetic waves are utilized in many engineering systems: long-range
point-to-point communications, cellular communications, radio and television
broadcasting, radar, global navigation satellite systems, and so on. The same
considerations make electromagnetic energy useful in "sensors", systems that
obtain information about regions from which transmitted energy is reflected.
Electromagnetic sensors can be used for detecting hidden objects and people
aircraft control, anti-collision detection and warning systems, for measuring
electron concentrations in the Earth’s upper atmosphere and in planetary
atmospheres in general, the wave state of the sea, the moisture content of the lower
atmosphere, soils, and vegetation, and in many other applications

In most cases, it is possible to divide the complete system, at least conceptually,
into three parts. The first is the transmitter, which generates the electromagnetic
wave in an appropriate frequency range and launches it toward the receiver, the
second is the region sensed between transmitter and receiver. The last is the
receiver, which captures some fraction of the energy that has been transmitted or
scattered from the medium being sensed for extracting the desired information.
Propagation is the intervening process whereby the information bearing wave, or
signal, is conveyed from one location to another. In communications, propagation
Is the link between the transmitter and the receiver, while for sensors, propagation
occurs between the transmitter and the target to be sensed and between the target
and the receiver.



1.4.2 Propagation mechanisms of radio waves

A radio wave propagates without encountering any obstacle in free space. The
surface of the wave is the set of all points reached at a certain time after the
moment of emission of the wave. The attenuation in free space comes from the
scattering of energy that occurs when the wave propagates away from the
transmitter.

In real space, the excess attenuation compared to free-space attenuation is defined
as the difference between the path loss and free-space attenuation like atmospheric
absorption, building penetration loss, vegetation attenuation, attenuation due to
diffraction...etc.).

Reflexion occurs when a propagating wave impinges upon a surface with large
dimensions compared to the wavelength. Generally radio waves are reflected at
different surfaces in this case, a distinction is commonly drawn between specular
reflections, occurring in the presence of a perfectly plane, homogeneous surface,
and the broadcast.

1.4.2.1 Direct propagation

The simplest mechanism is perhaps direct propagation, involving the travel of the
signal directly from the transmitter to the receiver quite unaffected by the
intervening medium. It assumes the form of a spherical wave emanating from the
transmitter. Since the receiver is often sufficiently far away from the transmitter,
this wave can be approximated as a plane wave at the receiver location. Direct
propagation may seem to be a highly idealized situation, but it has important
applications. For frequencies in the UHF and higher frequency bands, the
ionosphere has little influence, essentially because the electrons responsible for
its conductivity at lower frequencies are unable to follow the rapid variations at
such high frequencies. Also, at higher frequencies it is possible to build very
directive antennas, so that the signal beam may be kept isolated from ground
effects except maybe at the end point of its intended path, if this is very close to
the ground



Under these conditions, the signal propagation is mostly unaffected by ground or
sky effects. Since most radars and satellite communications systems operate in
this way, and because a narrow beam is also advantageous for separating a
particular radar target from its surroundings, direct propagation is the dominant
mechanism, and sometimes the only one to be considered, for many microwave
radar and satellite communications calculations. The frequency spectrum for
direct propagation is not open ended at the higher frequency end, however,
because then a band of frequencies in the upper SHF range and above is reached
in which atmospheric constituents are able to absorb energy efficiently. In this
range, the direct propagation assumption must be modified to account for this
absorption by the inclusion of an additional attenuation term.
As frequency is increased even further, the wavelength decreases until it becomes
of the order of magnitude of atmospheric dust and water droplet particles.

As a result, these particles can scatter or absorb the signal quite strongly, which
requires further modification of the propagation model.

In short, direct propagation is the appropriate mechanism to consider only when
all other mechanisms are inoperative, a situation most frequently encountered in
the atmosphere at UHF and SHF with systems utilizing highly directive antennas
and when the transmitter and receiver are in direct line of sight with respect to one
another at elevation angles that preclude ground effects. The effect of gravity
causes the atmosphere to be generally more dense and moist at lower altitudes
than at higher ones. Though the effect is small, it causes a significant bending of
the propagated signal path under many conditions. For example, in the design of
microwave links that are sometimes used for long-distance telephone voice and
data communications, care must be taken that the link will perform adequately for
a variety of atmospheric conditions that may cause the beam to bend upward or
downward. This bending is known as tropospheric refraction. The atmospheric
effects that cause tropospheric refraction also cause time delays as signals
propagate through the atmosphere; such time delays have a significant impact on
systems used for global navigation such as the GPS.



1.4.2.2 Ducting

The bending effect of tropospheric refraction may be strong enough to cause
signals to follow closely along the curvature of the Earth, so that they are in effect
guided along the Earth. Such behavior is called ducting. Ducts are most frequently
observed at VHF and UHF; they also exist at higher frequencies but the more
directive antennas employed at these frequencies are less likely to couple
efficiently into a duct. Ducting is much more common at some localities than
others since it is closely related to meteorological phenomena. In most areas of
the world, it is a source of potential interference rather than a means of reliable
communication.

1.4.2.3 Earth reflections

When antennas used are not very directional, or if they are located near the ground,
signals may travel from the transmitter to the receiver by reflection from the
ground In this case, both the directly propagated signal and the ground reflected
signal must be considered in evaluating the propagation performance of a system
A typical case is ground-to-air or air-to-air communication at UHF The size
limitation of aircraft antennas makes it impossible to use highly directive antennas
in this frequency regime, so it is not possible to keep signals from reaching the
ground. The ground reflected signals can be added to or subtracted from the
directly propagated signal constructive or destructive interference, respectively,
so both terms must be considered.



1.4.2.4 Terrain diffraction

All the mechanisms considered thus far can be described using the concept of rays
that is energy traveling along straight or nearly straight paths. Therefore, these
propagation mechanisms would allow no signal transmission when the transmitter
and receiver are not within the line of sight.

However, such transmission is still possible, and the reason becomes apparent
when diffraction is taken into account. Diffraction by the Earth’s curvature itself
Is important, but even more pronounced is the effect of sharper obstacles, such as
mountains. These obstacles scatter energy out of the incident beam.

1.4.2.5 Multipath environments

In many cases, it is possible for transmitted signals to reach a receiver by multiple
reflection or diffraction paths instead of a single reflection from the Earth’s
surface or single diffraction point from the terrain. When many time-delayed and
distorted copies of a transmitted signal are received, the term "multipath
environment" is used to describe the propagation mechanism Multipath is usually
an important factor for ground-based point to point links, especially in urban
environments, and must be considered, for example, in the design of wireless
cellular communications and data networks. Because the consideration of multiple
paths between the source and the receiver can become very complex. In recent
years have seen extensive efforts in developing communications modulation and
signal processing strategies to combat the impact of multipath fading effects.

1.4.2.6 Ground wave

When both the transmitting and receiving antennas operate near or on the ground,
it is found that the direct and reflected waves cancel almost completely. In this
case, however, one also finds that a wave can be excited that travels along the
ground surface, one of several types of waves denoted as "surface waves " Since
efficient transmitting antennas at MF and lower frequencies are necessarily large
in size since the wavelength is long, they are generally positioned close to the



ground, and ground wave propagation becomes important at these lower
frequencies. Ground wave propagation is the dominant mechanism for standard
local radio broadcast transmissions; it is usually not an important mechanism at
frequencies above the HF band.

1.4.2.7 lonosphere reflections

In the MF and HF bands, electromagnetic signals can be well described in terms
of rays that are reflected by the ionosphere and the ground, rays are bent rather
than sharply reflected in the ionosphere, but the net effect is essentially the same.
Signal transmission by this means can be very efficient, and great distances can
be spanned with modest power and equipment. For this reason, "“short-wave"
bands, as these frequencies are often called popularly, are utilized for
broadcasting, point-to-point communications, and amateur radio. Depending on
the signal frequency, the reflection can occur in different layers of the ionosphere.
In the VLF and LF parts of the spectrum, the ionosphere and the Earth may be
considered, respectively, as the top and bottom of a waveguide that guides energy
around the Earth This point of view is particularly useful at the lower end of these
frequencies, because then the wavelength is pitching that the spacing of the
"waveguide walls", that is, the Earth’s surface and the effective ionospheric
region, is on the order of a wavelength, and the mode description becomes
relatively simple for calculation. It is not quite correct to distinguish between
ionospheric reflection and waveguide modes as different physical mechanisms, in
both cases, the signal is guided between the Earth and the ionosphere. However,
If the wavelength is sufficiently long, it is more convenient to treat the problem in
terms of waveguide modes. If the wavelength is very short compared to the Earth-
lonosphere spacing, the ray picture becomes more convenient, and one treats the
problem as a series of reflections. In between, in the LF region, computations by
either technique become difficult. The distinction between ionospheric hops and
waveguide modes is based more on the mathematical description employed than
on the actual physical process itself

In addition to apparent reflections or guiding of signals, the ionosphere can also
cause important effects on higher frequency systems up to about 3 GHz on Earth



to-space paths. Electromagnetic waves propagating through the ionosphere can
experience time delays as in tropospheric propagation, polarization rotation, and
scintillation effects. [1]

1.4.3 VHF waves characteristics

Radio waves in the VHF band propagate mainly by line-of-sight and ground-
bounce paths; unlike in the HF band there is only some reflection at lower
frequencies from the ionosphere in skywave propagation. They do not follow the
contour of the Earth as ground waves and so are blocked by hills and mountains,
although because they are weakly refracted by the atmosphere they can travel
somewhat beyond the visual horizon out to about 160 km. They can penetrate
building walls and be received indoors, although in urban areas reflections from
buildings cause multipath propagation, which can interfere with television
reception. Atmospheric radio noise and interference from electrical equipment is
less of a problem in this and higher frequency bands than at lower frequencies.
The VHF band is the first band at which efficient transmitting antennas are small
enough that they can be mounted on vehicles and portable devices, so the band is
used for two-way land mobile radio systems, such as walkie-talkies, and two way
radio communication with aircraft (Air band) and ships (marine radio).
Occasionally, when conditions are right, VHF waves can travel long distances by
tropospheric ducting due to refraction by temperature gradients in the atmosphere.

= Frequencies range from 30 to 300 Mhz

» Wavelength (lambda) from 1 to 10 m

= Atmospheric influence like refraction and reflection due to irregularities of

refractive index, ionospheric scatter and scintillations, Faraday rotation.
= Screening effects due to topography like mountains, diffraction inside
valleys, ground and sea surfaces enhance multipath propagation.
= Radio diffusion could reach 160 km.
= Used in mobile communication, and aeronautical radio navigation beacons.
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1.4.4 Geolocation

Geolocation is a process of determining the physical position of electronic device.
Radio Frequency based localization utilizes properties of RF signals to determine
the location of an RF device.
The localization process of a transmitter requires three or more stations to collect
enough information for computing a good position estimation.
There is various localization methods, but each one comes with its own accuracy
and cost. Some geolocation method are described below.

= Angle-of-Arrival (AoA)
The method use angle calculation which demands angle calculation of which
direction of the signal is received from, and then perform triangulation for this
node.

= Distance-based ranging
The method uses a known trilateration algorithms to determine the node’s
location.

= Time-of- Arrival (ToA)
The method calculates distance between the anchor node and the unknown node
by determining how much time is required for signal to travel between them It
requires high precision of time and synchronization to determine the time travel
of the signal moving at the speed of light.

= Received Signal Strength (RSS)
The method is based on measurements to show the condition of received power
in the anchor nodes and it is used in most of the wireless communication standard
the received indicators demonstrates the size of electromagnetic wave energy in a
media received by antenna in our sensor nodes.

= Time-Difference-of-Arrival (TDoA)
The method measures the difference of propagation time between two different
signals in terms of their nature, such as using radio frequency or ultrasonic signal

3].
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1.5 Received Signal Strength (RSS)

The method is the most economical to perform ranging-based localization, it does
not need additional apparatus as said earlier. Every radio frequency chipset has
RSS indicator. These indicators lacks the high accuracy of other range based
methods due to signal deterioration caused by fading, so measurements in real
space are considered as a non-ideal. To overcome this inferior accuracy problem,
high number of indicators data readings is needed and taking into account that
measures should be geographically separated, along with some data enhancement
methods, to achieve comparable accuracy.
The received power of a radio frequency signal decreases conforming to some
certain formula and by knowing the terms of this formula, we can deduce how far
the signal has traveled from the transmitter to reach this certain received power at
the receiver. Global Positioning System can be a solution for an accurate outdoor
localization, simply with a smartphone.
In recent years, researchers are interested in improving the accuracy of
localization with low cost technology that would last long in terms of weariness
and battery life
The received signal strength method uses indicators pins found on many radio
frequency receiving devices for locating an unknown transmitter. This pin allows
the receiver to report the strength of the signal to whatever device is attached to
it, and can in turn be used to help locate position of an RF emitters using Friis
transmission equation. That can be exploited to retrieve distance from the
transmitter if the transmitted power (P;) and transmitter gain (G;) are known .In
practice this can be difficult as the transmitter power and gain are not always
known quantities, fortunately there is some mathematical models that simplify the
equation.
P,G.G,A?
T T(4md)?

This equation can be solved to give a distance, d, for a single receiver from a given

transmitter, where A is the wavelength of the signal carrier. This range gives a
radius of possible locations around the receiver on which the transmitter may be
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located. Given multiple receiving antennas, the transmitter can be located on the
intersection of all of these radii. This method is one of the simplest to implement
because it does not require specialized hardware nor extensive calculation.
Unfortunately, this method is also vulnerable to problems with multi-path fading
and reflection from surfaces around the transmitter or receivers, and is especially
Inaccurate inside buildings [4].

1.6 Note on NLOS/ LOS

Due to the unknown propagation parameters, the challenge of RSS ranging in
NLOS is exacerbated by the fact that obstructions between the transmitter and
receiver can further complicate the distance—power relationship, making it
difficult to estimate directly the distance accurately.

For example, let’s consider a mobile station moving away from a base station in
a typical direct LOS environment. The path loss model for this scenario is a typical
LOS propagation model with path loss exponent around 1 or 2 and minimal
shadowing variance However, as the mobile moves behind obstacles, the power
suddenly fluctuates and severe attenuation perturbs the LOS distance—power
relationship It then becomes very difficult to achieve accurate distance estimation
in light of this problem. As a result, numerous research efforts have focused
instead on an alternative RSS-based localization technique, namely fingerprinting-
based localization.

In NLOS environments the path loss model will be significantly different when
considering the type and number of obstructions separating the transmitter and
receiver.

It is clear that, in practice, it is very difficult to have an accurate path loss model
that can be used to estimate the distance accurately for all the environments.
VHF signals tend to bounce a lot and they are known as ‘line of sight’ frequencies.
This means the receiving antenna must have a good unobstructed straight line

between the transmitter and antenna. UHF signals are even more ‘line of sight’

[4]
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1.7 Thesis Organization

The thesis present three geolocation methods related to RSS real world
measurements and simulated data.

Chapter 2 presents hardware used and methodology, followed by real and
simulation data utilized as input arguments. Chapter 3 demonstrates binary
decision classification method based on designing a virtual grid probability,
followed by its algorithm. A simulation for all datasets is practiced using a
computer. Chapter 4 presents geometric circles method, it is based on circles
multi-iterations idea, then, the algorithm that’s goes with and final results.

In chapter 5, Newton Raphson iterative method described & adapted for
transmitter position estimation with constant loss coefficient, equals to 2. Chapter
6 presents a comparison between various methods as well as a general conclusion
of this study, its results and suggests future work.
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Chapter 2

Methodology

2.1 RTL-SDR dongle

RTL-SDR is a low-cost software defined radio which is based on mass produced
Digital HD TV USB receiver dongles with Realteck RTL2832U chip in them. It
was discovered in 2012 by hardware hacker Eric Fry, Linux driver developer Antti
Palosaari and Osmocom team who were developing their own SDR. The
RTL2832U chip had a special mode, the chip allows transferring the raw 1/Q
samples to the host which enabled it to be used as a general wideband SDR.

In digital circuit design, RTL stand for register transfer level, it is a design
abstraction that represents a synchronous digital circuit in terms of the flow of
digital signals data between hardware registers, and the logical operations
performed on those signals. Register-transfer-level abstraction is used in hardware
description languages like Verilog and VHDL to create high-level circuit
representations, from which lower-level representations and ultimately actual
wiring can be derived. Design at the RTL level is typical practice in modern digital
design.

SDR stand for software defined radio, it is a radio communication system where
components that have been traditionally implemented in hardware for example
mixers, filters, amplifiers, modulators detectors, etc. The components are instead
implemented by means of software on a personal computer or embedded system.
The system is equipped with a sound card, or other ADC converter, followed by
some sort of RF front end (Rf Filter, Rf Amplifier, Mixer, Local Oscillator)
Large amounts of signal processing are handed over to the general-purpose
processor, rather than being done in special-purpose hardware electronic circuits.
Such a design produces a radio which can receive and transmit widely different
radio protocols (sometimes referred to as waveforms) based entirely on the
software used.
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Figure 2 1: RTL SDR dongle with Chip RTL2832 used for real data collection

2.1.1 RTL-SDR dongle technical specifications

= 25-1760 MHz tunable range.

= 3.2 MHz max bandwidth (~2.8 MHz stable).

= 8-bit ADC giving a little under ~50 dBs of dynamic range.
= < 4.5dB noise figure LNA.

= 75 Ohm input impedance.

Voltage IR
Regulator EEPiOM R820T LED
P
Local Input Static
RTL2832U Oscillator Protection Diode

Figure 2.2: RTL SDR dongle with RTL2832 chip circuit board [5]
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2.1.2 RTL-SDR ADC

ADC is an acronym for (Analogue to Digital Converter). It is a microchip that
reads in an analogue signal and then digitizes it. The more bits an ADC has, the
more accurate the digitization can be. For example an 8-bit ADC can scale the
analogue input voltage range into values between -Vi, = -127 mV and V;, =
+127mV.

The disadvantage of using a low bit ADC is some small details in the analogue
input, like weak signals may be lost during digitization, especially when there are
strong and weak signals nearby.

The RTL-SDR dongle has an 8-bit ADC, which is clearly low, but just large
enough for adequate performance for the data collection.

Dynamic range is the range between the largest and smallest possible values. The
dynamic range of an ADC can be calculated approximately with:
(number of bits) * 6 dB. This gives the RTL-SDR approximately

48 dB of dynamic range. However, the dynamic range may be improved slightly
by using an oversampling method when using a computer compatible programs

2.1.3 RTL-SDR bandwidth

The bandwidth is the size of the real time frequency spectrum represented at any
one time.

The maximum bandwidth of the RTL-SDR is 3.2 MHz, however the largest stable
bandwidth is either 2.4 MHz or 2.8 MHz depending on the device used, and this
IS enough to realize the experience.

Most RTL-SDR compatible software let us choose the bandwidth which is
sometimes referred to as sample rate as well. Although the sample rate and
bandwidth are not the same thing, in the RTL-SDR setting the sample rate to 2
Msps (Mega Samples Per Second) will give 2 MHz of bandwidth; this is because
the RTL-SDR uses 1/Q sampling, where two ADCs are used, one for the minus
part from the DC offset and one part for the positive part of the DC offset
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Figure 2.3: Q/I Direct conversion with zero IF

When the signal is received by the antenna, and transformed into 1Q values, the
dongle samples | and Q branches individually, using two analog-to-digital
converters, and then combines the pairs and stores them as complex numbers. In
other words, at each time step, it will samples one | value and one Q value and
combines them in the form | +jQ with one complex number per IQ sample There
will always be a “sample rate”, the rate at which sampling is performed

ADC requires analogue filtering on the input in order to prevent aliasing
happening inside it.

Identifying the highest frequency component is needed especially for large bands,
then doubling it, to make sure we sample at that rate or faster. The minimum rate
in which we can sample is known as the Nyquist Rate. In other words, the Nyquist
rate is the minimum rate at which a finite bandwidth signal needs to be sampled
to retain all of its information. It is an extremely important piece of theory within
DSP and SDR that serves as a bridge between continuous and discrete signals

Most receivers in general filter out everything above frequency sampling/2 right
before the sampling is performed. If we attempt to receive a signal with too low
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sample rate, that filter will chop off part of the signal. The SDRs go to great
lengths to provide samples free of aliasing and other imperfections.

In digital signal processing, when reducing the bandwidth, the dynamic range
increases. Bandwidth is related to the sample rate of the ADC. The dongles run at
a high rate (for these measurements, 1.536 million 8-bit samples per second. That
means they can receive a bandwidth of up to 1.536 MHz).

When we don’t need that much bandwidth, we can decimate the data stream —
throw away samples to reduce the rate. This reduces the processing workload, but
it also has a notable result, each time decimating by four, we gain one bit that
about 6 dB of dynamic range.

So, assuming we start with an 8 bit stream at 1.536 Msps, if we decimate by 8 to
get 192 Ksps (and a 192 kHz RF bandwidth), we gain 2 bits, or 12 dB, of dynamic
range.

2.1.4 Input impedance

RTL2832U dongles have an input impedance of 75 Ohms Most amateur and
professional radio equipment runs on 50 Ohm cabling, connectors and adapters
Its look like this impedance mismatch will be a problem, however the signal loss
due to the mismatch is minimal, equating to less than 0.2 dB.

In this research, the antenna used is directly connected to the dongle connector, to
avoid additional signal loss by coaxial cable.

2.2 Software Defined Radio basic theory

A software defined radio simply works by receiving an analogue radio signal with
an antenna and then using an ADC to digitize the signal. The digitized signal can
then be worked on in digital signal processing software on a standard computer.
The total process is that the signal is received by an antenna, amplified with an
internal LNA, mixed by the tuner, filtered to removed aliases, amplified again
enough for the ADC to be able to read the signal and then digitized with the ADC
Once digitized the digital 1/Q data is sent over USB into the computer where signal
processing algorithms are used to demodulate and/or decode the signal
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At any one time, SDR receives and processes samples of RF spectrum, for
example 2 MHz worth of bandwidth, or more for more advanced SDR’s. Within
this sample of bandwidth there may be many signals. The software digital signal
processing handles the tuning of individual signals within this element of
bandwidth.

Briefly, the antenna receive entire analogue spectrum, then the SDR digitalizes a
section of it that depends on SDR’s bandwidth, after that the digitalized sample is
delivered to a computer running DSP software that uses a digital IF filter
algorithm to extract only the output signal that we want to study.

2.3 Configuration setup for data collection
2.3.1 Range

The dB level range shown on vertical axis in the radio frequency spectrum
window is adjusted to maximum possible (figure 2.4), this so that the noise floor
sits near the bottom of the RF spectrum window. This allows signals to be more
visible in the FFT RF spectrum and waterfall displays The RTL-SDR has a
dynamic range of approximately 50 dB

When using manual gain without any additional equipment added to the dongle
The maximum range in RF analyzer application is (-50dB).
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Figure 2.4: Range set illustration on RF analyzer

2.3.2 Offset

Adds an offset to the dB level range in the RF spectrum window. The offset is
added to the top value on the dB level range in the RF spectrum. Usually there is
no need to adjust this, it can mislead the amount of signal variation This setting
will also affect the contrast in the waterfall and may help make weak signals easier
to spot but in this research observing the variation of signal strength is mandatory
for the experiment.
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2.3.3 Frequency Correction (PPM)

Frequency stability is the specification used in many of the RF systems, RF
oscillator, RF synthesizer, RF transceiver. In simple test set up it is measured using
frequency counter. There are two types of frequency stability, short term and long
term. Both are specified in terms of ppm. As it is mentioned in ppm often it is
desired to convert the ppm to the Hz unit. ppm basically represents part of the
whole number which will have units of the value 1/1000000.

The PPM formula represented below

Frequency (PPM) x Rf carrier Frequecny (Hz)
106
The parameter allows as to correct the frequency offset that RTL-SDRs have from

having low quality crystal oscillators.

Frequecny (Hz) =

2.3.4 Radio frequency Gain

There are three RF gain settings that can be found by clicking on (configure)
button. RTL AGC turns on the RTL2832U chips internal automatic gain control
AGC algorithm. Tuner AGC enables the RTL-SDR tuners AGC is disabled. The
AGC’s attempt to automatically optimize the SNR of the signals. Finally, the gain
slider can be used to manually set the RF gain.

The manual gain control optimize the gain of a signal, however for casual
browsing turning on Tuner AGC may suffice. RTL AGC is almost never used as
it tends to just introduce a lot of unwanted noise and degrades reception quality,
despite of that | have used manual value. So. RTL AGC is disabled.

When manually adjusting the RF gain, the aim is to get the highest signal-to-noise
ratio as high as possible. This means that while the maximum signal strength
should be significant, the noise floor should be kept as low as possible
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Figure 2.5: General illustration of RF analyzer android application

When increasing the gain, there will comes a point at which the noise floor begins
to rise faster than the signal strength rises This is the reference point to stop
increasing the gain

The signal peaks values are different from signal to noise values, the thesis focus
on signal peaks values.

SNR value = Signal peak value Noise floor value
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In order to get a maximum reading of signal peak value, RF gain is set to a value
that gives a maximum dynamic range, to observe clearly variation of signal
strength when changing location and moving away from the transmitter in small
area.

2.3.4 Low Noise Amplifier

The amplifier used in the dongle is while considered poor quality. However there
are third party external LNAs that can be used to improve the signal quality. A
poor amplifier inside RTL-SDR dongle with a noise figure of <4.5dB will
introduce noise causing the signal to be degraded, especially when gain increased.
The term noise figure is used to measure the amount of noise an amplifier will
introduce into the signal. By using a high quality LNA with a noise figure <1dB
this noise can be reduced. In this study, only integrated LNA that’s comes with
the dongle is used [5].

2.3.5 Antenna

The RTL-SDR packages come with a small single length antenna Some
manufacturers provide a telescopic antenna instead, in this study | have used a
monopole telescopic antenna which is much better that the single length whip.
The extended length is 45 cm, can be used for portable radio scanner, VHF/UHF
wireless system, digital TV.
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Figure 2.6: Telescopic Antenna with BNC Connector, Max Length: 45cm
2.4 Data collection method

The RTL-SDR dongle is connected to a compatible android phone by OTG
adapter from one side and to the telescopic antenna in the other side, antenna
length is 45 cm during the experience. The phone attached to RTL-SDR dongle is
fixed to a car phone holder support, the antenna position is approximately 90° to
horizontal plan and positioned outside of the car from the window.

On phone side, SDR driver dedicated for RTL2832U chip by Martin Marinov is
installed as well as RF Analyzer application by Dennis Mantz The application
allows modifying different settings, displays signal spectrum and signal strength
variation. The application has many features like browse the signal spectrum by
scrolling horizontally, zoom in and out, both horizontally and vertically, automatic
re-tune while scrolling and zooming, auto scale the vertical axis, jump directly to
a frequency chosen, adjust the gain settings of the HackRF / RTL-SDR dongle,
select a pre-recorded file as source instead of a real HackRF, change the FFT size,
change FFT drawing mode: Line or Bars, waterfall color maps, peak hold,
averaging, setting the frame rate either to a fixed value or to automatic control,
activate logging and showing the log file, demodulate narrow FM, wide FM, AM,
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LSB and USB with adjustable filters, adjust channel width, change the proportion
of spectrum and waterfall, record the raw 1Q samples to a file and select files as
source, Select a fixed frequency shift [6].
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Figure 2.7: Rf Analyzer android application data collection scheme [6]

The signal strength values are unstable and fluctuate frequently. Then, for each
three displayed values. | have selected only one value, the variation range is about
3 dB. The variation is caused by obstacles, metallic reflective surfaces and
hardware heat inside dongle, in addition to the moving state of the car when
collecting data which change environment conditions commonly

First transmitter frequency is set, after that, me and the professor started the
experience by moving to different waypoints, assuming that the receiver is always
inside transmitter’s the coverage area.

Another android application operates on another phone for GPS tagging, the
application named (GPS Logger) It is from (Basic Air Data) company, designed
to collect different waypoints longitude, latitude and altitude information, then
associates that data to the field strength measured by RF analyzer.
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2.4.1 Dataset-A

First transmitter of interest is ATIS transmitter from Houari Boumediene airport.
It is a continuous broadcast of recorded aeronautical information in airports and
their immediate surroundings. ATIS broadcasts contain essential information,
such as current weather information, active runways, available approaches, and
any other information required by the pilots, such as important NOTAMSs. Pilots
usually listen to an available ATIS broadcast before contacting the local control
unit, which reduces the controllers' workload and relieves frequency congestion
The data was collected on daytime between 10:30 AM and 12:00 AM on 03/06/21,
the weather conditions was fine, the sky was partially covered and the temperature
around Algiers city was 29°C.
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Figure 2 8: Map representing Tx and Rx positions dataset-A

Blue triangle illustrates the real position of the transmitter, red tags demonstrate
various positions where data was collected.

Estimated position is compared to real position for each methods to calculate error
in meter and comparing results for different methods in conclusion.
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Transmitter: ATIS DAAG 128 52 MHZ

Real position: Latitude: 36 689811, Longitude: 3 216641 Elevation: 18m +H

Rx data and waypoints:
Number of Latitude
observations
1 36.69412533
2 36.69480500
3 36 69544233
4 36.69567400
5 36.69527833
6 36.70496667
7 36.71286833
8 36 71407167
9 36.71440167
10 36.71670500
11 36.72103333
12 36.71119333
13 36 70453667
14 36.69945333
15 36 69582833
16 36.69040333
17 36.68594500
18 36.68062000
19 36.67638500
20 36 66850833
21 36.65489500
22 36.64710667
23 36.64527333
24 36.63918000
25 36 64323500
26 36.64554833
27 36.64729667

Table 2.1: Dataset A

Longitude

3.14291233
3.14950067
315561500
3.16367233
3.18101000
3.20356500
3.21773333
322622333
3.23544667
3.24343167
3.25200000
3.26067167
3 26894167
3.27162500
327358500
3.27942333
3.28704833
3.29691167
3.29744333
328746333
3.24628167
3.23719167
3.22444000
3.20126167
3 19037333
3.17847667
3.16627000

Altitude (m)

23.1
24.4
204
23.2
24.3
17.0
17.6
174
19.0
224
235
30.7
252
30.2
277
28.3
35.9
39.0
47.7
512
44.4
36.8
41.3
36.0
304
313
26.1

Values(dB)

-27.3
-20.9
239
-19.5
-21.5
-24.3
-26.1
271
-25.9
-28.5
-31.1
-25.1
24.9
-28
319
-31.3
-30.6
26.8
-26.3
271
-29.6
-34.3
20.8
-29.9
30.3
-30.8
-29.1
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2.4.2 Dataset-B

Second transmitter is DVOR. It is a standard International Civil Aviation
Organisation ground based radio navigational aid that provides bearing
information to aircraft to define air traffic control routes for en-route, terminal and
instrument approach/departure procedures. DVOR when collocated with DME
provides both the angle and slant distance of aircraft with respect to ground
station.

The data was collected near to DVOR transmitter on 03/06/21 that operates on
113.9 MHZ radio frequency. The weather conditions was good, the sky was
partially covered and the temperature was 31°C.
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Figure 2.9: Map representing Tx and Rx positions - datasets-B
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Transmitter: DVOR ALG: 113 9 MHZ
Real position: Latitude: 36 629898, Longitude: 2 972590 Elevation: 35m +H
Rx data and waypoints:

Table 2.2 Dataset B

Number of Latitude Longitude Altitude (m) Values (dB)
observations

1 36 6313454 29731429 351 14 3
2 36 6332998 29725742 402 148
3 36.6352284 2.9720592 44.0 -15.5
4 36.6366059 2.9761362 44.2 -16.7
5 36.6393608 2.9808569 47.4 -20.1
6 36.6402216 2.9902983 43.2 -19.4
7 36.6370191 2.9696131 48.4 -18.0
8 36.6353661 2.9643345 49.2 -17.4
9 36 6327144 29567814 453 192
10 36.6303381 2.9625750 45.0 -15.4
11 36.6267907 2.9636908 37.8 -15.8
12 36.6243798 2.9679823 34.5 -15.4
13 36.6255508 2.9738188 31.2 -15.1
14 36 6265152 29811573 304 157
15 36.6274796 2.9918432 324 -18.4

2.4.3 Dataset-C

Third transmitter 1s a simulation with random generated data with MATLAB
software, there 1s no elevation variation, and loss coefficient 1s set to 2.2, for all
dataset. Zone limits are: lon0 = 3.230; lonl = 3.321; lat0 = 36.70; latl = 36.75.

Real position: Latitude: 36.735693, Longitude: 3.2576213 Elevation: same for all
waypoints

Power reference = 1 mW/ 0 dbm

Rx data and waypoints:
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Table 2.3 Dataset-C

Latitude
36.72831494
36 72845686
36.72531575
36.72870849
36.73438694
36 72868243
36.70533054
36.702792
36.72490817
36 71880235
36.74421908
36.73413573
36.72925869
36 70668454
36.73747723
36.72584829
36.70072201
36 72402574
36.71935527
36.74396857
36.70868296
36 71984699
36.7227466
36.73286181
36.73479396
36 72914889
36.71593496

Longitude
3.255528324
3282497312
3.231750458
3.258680494
3.277235197
3285317306
3.289770801
3.254656477
3.281089926
3315569311
3.284777973
3.253842418
3.304393253
330503389
3.272628825
3.27260369
3.263269513
3243701707
3.255074565
3.265396861
3.255257652
3291610739
3.288077232
3.300228046
3.294272022
3263581173
3.31261845

Values (dB)
-60.57976514
71 68179565
72.34935491
-59.83058484
-69.16401572
72 5739592
76.5581395
-73.89828096
-71.6539335
79 39565506
72.54009541
-54.83993876
-77.15518833
78 64374621
66.76648967
-68.32385265
-74.53530374
68 44274931
67.5865222
-64.15920246
-72.09682917
7505507377
73.91457159
-76.23913616
-74.84847541
61 88716809
79.10069256
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2.4.4 Dataset-D

Fourth transmitter is a simulation with random generated data with MATLAB
software, there is no elevation variation, and loss coefficient is set to 3.3, for all
area. Zone limits are: lon0 =2.9108; lon1 =3.0471; lat0 = 36.6529; lat1l = 36.7053.

Real position: lat: 36.690306, lon: 2.952171 Elevation: same for all waypoints
Power reference = 1 mW/ 0 dbm
Rx data and waypoints:
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Figure 2.11: 3D Plan representing Tx and Rx positions with received power datasets D.
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of Latitude

36.68842822
36.67063403
36.66094307
36.67630932
36.66052669
36 6851345

36 68870031
36.68673653
36.69633531
36.6618545

36.68755365
36.67635581
36 6749839

36.67797167
36.70515915
36.6535107

36.6578601

36.69441988
36.68997355
36 67805147
36.65803984
36.65375774
36.6918048

36.67572759
36 66301484
36.68463501
36.66699177
36.69685998
36.6738234

36.6599287

36.65376347
36 70114123
36.6828546

36.69458195
36.68168665
36.67659719
36.70040968
36 6897445

36 65669459
36.6754842

36.68133161
36.66581524
36.66642642
36.70275446
36 66816426
36 66132365
36.69660485
36.66437571
36.69028548

Table 2.4 Dataset-D

Longitude

2.949036379
2.989430589
291342184
2.953757707
2.981548982
2993654382
3 000324836
2.947730525
2.987322603
3.038965903
2.992846568
2.946511226
3022226377
3.023185926
2.974649548
2.9746119
2.960631149
2.931322446
2.948356739
2963817495
2.948630967
3.0030807
2.997788206
3.015987722
3 007066775
2.961097954
3.034546097
2.98798653
2.988373405
2.979810721
2.989059331
3 004538795
2.988988317
2.925331057
2.91841099
2.978699661
2.962055213
3031341213
3 003853989
2.990559187
2.929022062
3.012962934
2.98126243
2.912768201
2976294178
2963562476
3.030658313
2.934469749
2.964902904

Values(dB)

76.88446714
-108.738917
-110.6039288
-94.4641887
-108.6451101

108 6366223

1104861012
-82.67088638
-106.5671357
-118.8196905
-108.3096949
-95.33039514

1156676103
-115.7340683
-102.9129807
-109.0339283
-105.7633816
-99.82122484
-77.49254772

96 84129609
-105.3404932
-113.9118576
-109.780815
-114.4793854

113 6249451

90.72951516

117.975833
-106.8366055
-107.989259
-108.4057173
-111.4610618

111 8449338

107.2430169
-103.0268203
-106.2635678
-104.2532544
-94.50798784

116 9571412

113 6982157

1084311172
-101.8482558
-114.4951162
-107.2684566
-108.4856279

105 4540502

104 799924

116.8857606
-104.906427
-93.14656275

33



50
51
52
53
54
55
56
57
58
59
60
6l
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100

36 68924098
36 6704403

36.69946305
36.67046068
36.6587763

36.66881329
36.68222682
36 68233757
36 66520896
36.67566036
36.70085102
36.67476803
36.66260219
36.68763772
36 65669499
36.66596243
36.67521906
36.66591385
36.70115259
36.66026801
36.66225318
36.65762273
36.69855973
36.70101472
36.69804702
36.68437256
36 68306632
36.67583976
36.69889444
36.69474667
36.66276984
36.68077745
36.66296404
36 70491086
36.67639654
36.65646676
36.67479401
36.69450058
36.6676895

36 68544114
36 67027668
36.70376365
36.67197882
36.70361283
36.66627349
36.68051936
36 69892007
36 67686588
36.70180102
36.67106368
36.65310508

2972807231
3 000381289
3.005648336
2.990259873
2.954238706
2927775232
2.977529435
2955872531
2967236848
2.961925653
2.955139882
2.932288726
3.035760523
2.943010029
3013888273
3.02062741

2.969074117
3.034054384
2.926429954
2.961605965
2.94849835

3.044901589
2.966078935
2971210178
3.025433801
3.026236489
2952299325
3.003652136
2.952784449
2971537563
2.994086037
2.921004442
2.932380379
2998386712
3.041158483
3.005560112
2.992827292
2.951014111
2.911432639
2998588804
2943164733
2.966249986
2.952821045
3.026501328
2.992733161
3.014271341
3 000286945
2977160633
2.956239074
3.032664673
3.029259018

99 45609154
1115158167
112.0332812
-108.9885035
-104.9896661
-105.3618343
-102.7534017
88 31427494
103 99356
-97.36310669
-91.18793373
-102.059559
-118.3434618
-89.38914778
1154042045
-115.8381144
-100.6559727
-117.9496992
-103.3835607
-104.9431587
-103.5501549
119.7794646
-96.26314015
-100.1798396
-116.0187816
-116.1301115
85 79415634
111.8444938
88.05009865
-98.94517769
-111.0083447
-105.3929036
-105.8494445
1105636946
118.637087
-114.023543
-109.1591343
-79.15760218
-110.050359
1100716429
100 2497986
98.68493193
-97.90126468
-116.3404359
-110.2036359
-113.9525928
1106741072
103 587862
92.58360364
-117.5348541
-117.9734083
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2.5 Measurements in Decibels:

Decibel (dB) is a logarithmic unit that indicates ratio or gain, it is used to indicate
level of acoustic waves and electronic signals.

The logarithmic scale can describe very big or very small numbers with shorter
notation.

The dB level can be viewed as relative gain of one level vs. other level, or absolute
logarithmic scale level for well-known reference levels.

Decibels (dB) are used to measure the intensity of a signal. The higher the dB
value, the stronger the signal. Additional LNA helps to amplify the signal in
receiver side, it can add 20 dB and enhance signal intensity, or the coaxial cable
attenuates the signal by approximately 3 dB, depend on the quality and cable
length. A 20 dB increase in signal means that the signal is increased by 100x. A
3 dB attenuation means that the signal is decreased by (2x).

The formula to convert decibels to ratio power is as follows, where (X) is the value

in decibels [dB].

Rati e 10%
atio power o =

To convert to decibels from a power ratio or unit use the following.
. P1
Power (dB) = 10 * log10 (Ratio E)

Decibels is be measured with respect to a unit. It is useful to measure it with
respect to power in watts (dBW) or milliwatts (dBm).

To get power in dBm :
P(mW)
ImWw

Power (dBm) = 10 * log10 ( )

Coaxial cable and additional LNA are not used in this research, the range is
adjusted in phone application to determine weak signal near ground noise about -
50 dB and the stronger signal value is about -10 dB as an ideal value adapted to
the hardware used [5].
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| want to mention something important, the values obtained with the application
RF analyzer are in dB which represents a mathematical relative quantity between
two absolutes powers measurements in dBm (referenced to ImW).

The selected configuration indicates only power variation in dB, when the values
are close to 0 from negative scale, it means received signal is good and we are
close to the transmitter location when situated in LOS environment. The signal
strength values changes on dynamic range. When the distance between transmitter
and receiver increases, it means we lost more signal power relatively to the initial
power reference.

For example, if we have a measured signal strength (-100 dBm), then we can
conclude that the signal strength is weak. It could be translated to real power value
in Watt, and considered as a reference when we use Rf analyzer application. If
measured signal strength is (-40 dBm) then we conclude that the signal is strong
and the software takes that value as a reference.

Rf analyzer does not provide absolute received signal strength, we need additional
steps to get that data The application gives only the difference between two
measured powers in dBm. The vertical amplitude axis displayed on spectrum is in
dB not in dBm, if we measure a known (0 dBm) reference signal, we can easily
shift the chart and figure out the dBm of our signal power, with (0 dBm) signal
amplitude happened to be (0 dB) as a maximum signal strength.

The correct way to measure real absolute received power is to calibrate the RTL-
SDR dongle with a synthesized signal generator. We can use a known transmitter
configuration to do calibration with a computer instead of a smartphone, also it is
possible to use (rtl-kalibrate) to calibrate the dongle with a GSM transmitter tower,
GNUradio script, and some dedicated software’s for that purpose.

In the thesis, amplitude values in dB present well fluctuation of received signal
strength, the main interest is to notice power strength variation and quantifying
the power loss between different waypoints, therefore measuring absolute real
received power from transmitter is not mandatory to locate the RF transmitter
especially when dealing with an uncooperative emitter The power reference is
selected to ImW for all datasets
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Antenna with good directivity towards the signal source will pick up more signal
and less noise from other directions, a good antenna would catch more power. The
amount of power received was sufficient to achieve the experience.

2.6 General notes

- Friss transmission equation is dedicated for free space environment, and the
adaptation maid for simulated data is to take the distance powered by pre-
selected loss coefficient, not the value 2.

- Guessing the right amount of power loss for every position need more steps
and depends on area specifications.

- Inreal space environment, power loss is generally great than two in outdoor
environments, trees, obstacles, topographic factor. The power loss
coefficient could be greater than 4 due to shadowing and multipath effects.
In this research all observation waypoints are approximately on the same
level of elevation to avoid relief obstructions, see Tables 2.1 and Tables 2.2.

- Cartesian mapping is implemented for all datasets The script change a pair
of latitude and longitude points to a Cartesian point’s pair on a plane
support, where the Earth is represented as a flat surface in 2D with the x-
axis and y-axis represent the origin at the intersection point of the Prime
Meridian and Equator. The correction factor compensates for the distortion
only at one given latitude, so the approximation is only good when close to
that latitude.

Xxo = longitude * Correction factor
This approximation is enough when the distance between received
observations waypoints are not in a large area. But let’s consider that we
have uncertainty +& ignored and added to final estimate for all
observations. If the area of interest is big, uncertainty & increases.
Therefore, we could not ignore it.

37



The area of interest is divided into small virtual bins and constitute 2D grid.
The number of bins selected for method 1 and method 2 is 30, so the grid
covers all the area of interest and has a different size of (30x30) blocks
corresponding to each dataset. The number of bins has a direct effect on
heatmap histograms and final position estimation. After a few attempts,
30X30 bins provide a reasonable estimate based on the dataset maximum
size.
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Chapter 3

Binary Decision Classification Method

Binary classification is the task of classifying the elements of a set into two groups
on the basis of a classification rule. The variable of interest is dichotomous, it
means only two possibilities are available, as an example, whether or not the area
selected contain the transmitter. The method presented in this chapter is an
association of binary classification theory with geometric disambiguation, where
the goal is to adopt a model that can rank new objects such that those in one
category are ranked in one side than those in the other side. Then, guessing an
acceptable position estimation for the transmitter. Several iterations are needed to
reduce maximum searching area. During simulation trials, the approach worked
well when power loss coefficient is averaging a constant value for all the area [7].

3.1 Method description

The basic idea for this method is to draw a probability grid that has similar initial
value for all the grid, then starts to multiply that values by pre-selected probability
factor for the side that has strong received power strength, and divide that same
factor on the side that has a weak received power strength. So, the probability grid
will be updated for each iteration by choosing randomly pairs from initial
collected data The algorithm selects pairs that have unequal received power
strength and geo-spaced by more than 100 meters, which means if the distance
between two measurements positions, waypoint (a) and waypoint (b) are equal or
less than 100 meters, the algorithm will skips that pair and selects another pairs
randomly that have larger distance.

A virtual line crosses midpoint of the segment distance (a,b) between the two

receiver’s positions. The geometric line is perpendicular. The midpoint is used in
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geometrical part. It is equidistant from both endpoints, and it is the centroid both
of the segment and of the endpoints. It bisects the segment.

First iteration gives us a general idea about the transmitter location, the real
position is likely to be above the black line, the higher is received power, the
closer we are to the transmitter location, especially in LOS situation. Thus, the
side that has a higher received power strength for selected pair will be multiplied
by that factor, and the other side is divided by the same factor.

The second iteration increases probability estimate, when updating grid
probability, the area containing transmitter real position is reduced significantly,
after multiple iterations, the final estimated position is deduced from intersections
of all orthogonal segments that cross midpoints included in higher probability area
guessed from the grid. Therefore, one bin will be selected (figure 3.4) and the
center of that bin is considered as a final position estimate.

Testing the method using MATLAB, demonstrates an acceptable results, at least
gives a correct approximations and reduce searching area [8, 9].

Example of Iteration 1

1000 T T T T T T T T T Factor =104
<> Received Power
900 - | . . . . .
1%*1.04 f /N Transmitter
800 - | | | I ! : position
700 i i .
1%*1.04
& sm0- [ [ .
b}
E
j
‘o 500 i i & J
[&]
§ 1%*1.04
g 400 i i .
300 - . . . . . . . . 4
om0 b . | 115 . . . . 4
100 |- .
0 1 1 1 1 1 1 1 1 1
0 100 200 300 400 500 600 700 80D 900 1000

Distance in meter

Figure 3.1: Example of iteration (1) for binary decision classification method
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Distance in meter

Distance in meter

1000

a0o0

800

Foo

600

500

400

300

200

100

1000

a0o0

800

700

600

500

400

300

200

100

Example of Iteratlon 2

Factor =1.04

19%#1.0an2 | \\ \

\ | <> Received Power
a, M
\ % l 04 2 A Transmitter
. - position

100 200 300 400 500 GO0 Foo 800 00 1000
Distance in meter

Figure 3.2: Example of iteration (2) for binary decision classification method

Example of lteration 3

Factor =1.04
<> Received Power

A Transmitter
position

D Selected bin

100 200 300 400 500 [lili] 700 BOO 900 1000
Distance in meter

Figure 3.3: Example of iteration (3) for binary decision classification method
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Probability grid modelized in (figures 3 1, 3 2, 3 3) above covers (1km?). This is
just an example to illustrate how the algorithm proceed for the first three iterations.
Datasets input file contain longitude and latitude instead of distance in meters.
Black triangle represents the real position of RF transmitter that we are looking
for, the two red diamonds show the measurement position and the amount of
received power for that position. The larger the diamonds is, the higher power
measurement is.

The black line divides the area into two regions for each iteration based on the
midpoint of the two observations.

Probability factor must be strictly greater than 1. During the experience, the input
factor is taken 1.04. I purposefully avoided to take a higher factor value to merely
find the zone with a higher chance of containing the transmitter relatively to other
zones inside the area of interest, so if a region has a 10% probability as an ultimate
result, it would be considered for estimations.
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3.3 Binary decision classification algorithm

s D

v

Load RSS measurements and the corresponding position from CSV file,
select bins number (30*30), probability factor set to 1.04, real TX position

v

Select observation pair randomly (a), (b)

r ¥

(n) Iteration

No

Pair has a different observations
measurements and geo-spaced by
more than 100 m

Skip pair <

Create probability grid for the area

*
Compare (a) and (b) power
¥
Find the midpoint of virtual segment (a, b)
¥

Trace orthogonal line to the segment (a, b) that crosses the midpoint

No Divide grid side (b) by
factor and multiply grid side
Yes (a) by the same factor

v

Divide grid side (a) by factor and multiply
grid side (b) by the same factor

v

Update probability grid values <
v

Select a bin that has a maximum intersections of orthogonal lines that belongs
to the side with a higher likelihood

¥

Estimate Tx position and compute Error

>

Figure 3.4: Binary decision classification method flowchart
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3.4 Results

Table 3.1: Binary decision classification method efficiency

Dataset Searching area | Errors (mefers)
A 164.139 km’ 3798.55 (Average)
(Number of pairs skipped:  0)
B 10.933 km? 186.47
(Number of pairs skipped:  0)
C 45.049 km? 145.39
(Number of pairs skipped:  0)
D 70.755 km?’ 102.12
(Number of pairs skipped:  2)
e Dataset-A
36.72
O .
1% S
% £  Tx Estimated Location
36.7 | x
%X X X
36.60 [ ) 4 X §
o 36.68 *
2 3667 | X
~ 666
665 5 |
: . . X
36.64
36.63
36.62 . :
3.15 3.25 33
Longitude

Figure 3.5: Diagram of Binary decision classification dataset-A
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36.72 — 12
36.71 1 411
BT T 10
36.60 1 19
36.68 K
k]
5
= 36.67 [ 7
(4]
|
36.66 [ 1 6
36.65 1 5
36.64 r 1 4
36.63 1 3
3552 1 1 1 1 2
3.15 3z 3.25 3.3
Longitude

Figure 3.6: Contour map of Binary decision classification dataset A

Latitude 3662 315 Longitude

Figure 3.7: 3D Heatmap histogram of Binary decision classification —dataset A

Figure 3.6 and 3.7 above illustrates different colored contours, with yellow color
being the area with the highest likelihood of having the transmitter.

The blue color denotes a low-probability location. The color code interpretation
Is the same for all datasets in this chapter.
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Dataset -B

36.645
* Rx Waypoints
®  Tx Paosition
£ T Estimated Location
36.64 [
=
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36.635 # X
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=
x ®
I =
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2955 296 29656 297 2975 2988 2985 299 2985
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Figure 3.8 Diagram of Binary decision classification —dataset-B
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lll \ :I\ || 3
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36.625 | f L 1
| | I 2
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Figure 3 9: Contour map of Binary decision classification dataset B
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Figure 3 10: 3D Heatmap histogram of Binary decision classification —dataset B

e Dataset-C
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36.745 1 * ®  Tx Position
£ Tx Estimated Location
36.74
X
3B8.735 ><6 w ®
X
o 3B.73 r X X o 7
= s
2 36725 x
E ®
36.72 7 s .
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36.71 .
*
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s
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3.24 3.26 3.28 33 3.32
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Figure 3 11: Diagram of Binary decision classification —dataset-C
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Figure 3 12: Contour map of Binary decision classification —dataset C
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Figure 3.13 3D Heatmap histogram of Binary decision classification dataset C



Dataset-D

Latitude

367057 ® ps
. ®
% # X RxWaypoints
BT = "
: Ho ®  Tx Position
£ Tx Estimated Location
36.695 W *
*
36.69 | X, % X
X *
36.685 [ 5 %3 %
* ®
S X, x * . .
= 36.68
= b - *
® X b
— 36675} % X x Je X
®
IBET % x> = X =
b
A K * &
36.665 | % % *
X x ® X
P
®
36.66 [ . L
Ko ®
Hox
366551 . . LoX ox . .
282 2.94 2.96 2.98 3 3.02 3.04
Longitude

Figure 3.14: Diagram of Binary decision classification —dataset-D
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Figure 3.15: Contour map of Binary decision classification —dataset -D
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Figure 3.16: 3D Heat map histogram of Binary decision classification —dataset D
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Chapter 4

Geometric Circles Method

The computation of intersection nodes of many circles is a challenging
problem. While the intersection of two circles is straightforward, even three
circles admit several configurations, each resulting in a different expression
for the intersection area. Given the centers and the radii of the circles, the
automatic discrimination among the various cases requires involved condition
testing. If we consider cases with several circles the problem may appear
unsolvable, as the close form expressions for the intersection areas become more
and more involved and depend on the specific configuration among a huge
number of possibilities.

Despite the wide range of applications of this geometric problem, a
systematic approach is still lacking. It has been addressed in the literature
for three circles, but only for some specific configurations.

However, no algorithmic solution is proposed to exploit the result in an organized
and exhaustive way if there is no intersection at all.

The coverage range is the maximum distance between two nodes which
guarantees the received power to lie within the admissible region. The
resulting coverage area of a transmitter, is a circle centered on the transmitter
with radius equal to the coverage range. Note that different transmission power
levels, packet encoding rate and, in general, transmission parameters can be
represented as multiple circles centered on the same node.

A node placed in a point of the plane covered by multiple coverage areas can
communicate with all the nodes associated with those coverage areas The
computation of the area of those regions enables a wide range of considerations
In many scenarios of interest

In sensor networks, localization relies on the reception of beacons sent by nodes
whose positions are known. The accuracy achieved by the localization
algorithm depends on the number of beacon sources that the node can hear.
This requires the computation of the probability that a node falls withinan area
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covered by a certain number of circles. Furthermore,intersections of multiple
circles are al sofound when addressing the problem of preserving complete
sensing coverage of a certain area and connectivity.

The geometric approach selected attempts to draw circles of constant power ratio
between observations pairs, in order to determine the transmitter location. The
sector with a high number of new circles intersections has a higher probability rate
for transmitter location.

The purporse is to determine blind node location within the scattered nodes. The
proposed methodology consists of using power ratio and waypoints positions to
creates virtual circles and guess Tx position.
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4.1 Geometric circles method algorithm

Read RSS data, Load Rx and real Tx positions from CSV file

'

Input parameters (Number of bins
(30x30), edge dimensions)

!

Calculate (¢) using for each RSS pair

Y

d2=e*dl

'

Find circles position for each observation pairs from waypoint
coordinates

Theta= (b*e-d)/ (e-1);
Epsilon = (a*e-c)/ (e 1);
Sigma=epsilon*2+theta”2-(e*(a"2+b"2)-c*2-d*2)/ (e-1)

(n) Iterations

A

Y

Find maximum number of circles intersections

!

Select the related bin and calculate bin center

\J

Estimate Tx position and compute Error

Figure 4.1: Geometric circles method flowchart

Print error
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4.2 Method demonstration

To understand the method, let consider measurements of power received isotropic,
a recognized power transmitted, known gains and frequencies, and assume
quadratic power loss because of distance. Friis transmission equation can be
solved directly to retrieve the distance.

_ PGG 2
~ (4m)?P.

Drawing a circle of radius (d) to illustrate a locus of probable transmitter positions.
It’s mean that the transmitter is situated somewhere on the circle locus. When the
transmitted power is not known and only two receivers or two passive
observations are made, each can measure a received power Pr1 and Pr2.

prq = FeGeG A
(4m)2d,
pry — P,G.G,A?
(4m)*d;

The ratio of these two powers, simplify the equation, assuming everything is
stationary, the distances d are constant, so this term can be reduced to a constant,

e
dz = e.d1

For example, if e = 2, then d, is twice as long as d;. This means the observation
at d, is twice as far away from the transmitter as the d; observation. Circles of
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constant ratio radius can be drawn using the power ratio between the two
observations.

The transmitter must be somewhere on the circle of constant radii ratio locus.
When more observations are added, the location of the transmitter can be easily
determined based on the circle intersections once we have 4 observations.

Figure 4.2: lllustration of two observations -ideal case

Let’s consider two observation centered in (a,b) and (c,d) , the have different
received signal strength, every observation has a circle locus around it and
determined by the power strength.

Whatever is the radii value, e is the constant that represents a ratio between two
received powers.

This new circle represents the locus of valid transmitter locations for the given
power ratio and observation locations represented in figure 4 1 with blue circle

In real-world environment additive noise introduced into the measurements In
the context of the geometric circles algorithm, the locus of points may no longer
intersect the true transmitter position. Circle intersections may no longer provide
a good estimate of location. There can even be cases where there are none
intersections at all [10, 11].

In general, the problem of additive noise can be overcome using more than just
three observations.
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Another significant type of noise is differing loss coefficients. The Friis
transmission equation is for free space and therefore has a loss coefficient of 2 as
the exponent to the distance term d.

Previous research have noted that differing loss coefficients happen often in real
world environment, and that needs further research Allowing for differing loss
coefficients, (figure 4.3) illustrates using four passive observations, the equation
for received power, P;, then becomes :

Figure 4.4: lllustration of four observations no ideal case with additional noise
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Theorem:

The equation of a circle is sometimes seen in another form and can be derived
from the one above.

(x-a)*+ (y b)*=1?

2 2ax+ a’+y? 2by+b?=1?

x?+ y2—2ax — 2by =r?>— (a®+ b?) we know that the center of the circle is (a,
b).

LetC( g, f), hence,a= gand b= f.

Replacing a and b by —g and —f, we can rewrite the equation in the form
xX*+y*t2gx+2fy=r> (g*+f?)

x?+2gx+2fy + (g°+f?) —r?=0 Letting c= (g >+f?) —r?, the equation becomes:
x2+ Y2+ 2gx + 2fy +c=0. [12]

X

Theorem integration:

(x—a)?+@y-b?*=r% .0
(x o)?+(@y d)?=e?*r? .. (2)

Divide (1) / (2):
(= @)+ (= b)? = 5 (x = ) + (y — d)?

(x2 2xa+a®+y? 2yb+b?) = eiz (x?2 2xc+c?+y? 2yd+d?)
2xc  ¢* y? 2yd d?
y? , 2yd

x2
e’ e e2 g2 e g2

2
2

x? 2xa+a*+y? 2yb+ b?

1 c c 1 d d
(1 ;)xz (a e—z)Zx+a2 . +(1 e—2>y2 (b ;>2y+b2 e_2:0

_aet ¢ _‘L)_be2 d
€%z 1 0 "Te 1
e?(a? + b2 c? d?
02=j62+ez (2@ + ) )
e 1

New circle equation: (x —e)? + (y — 8)?2 =02 .......(3)
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4.3 Results

Table 4.1: Geometric circles method efficiency

Dataset Searching area Errors(meters)
A 164.139 km’ 2746.66
B 10.933 km’ 392.02
C 45.049 km? 1205.29
D 70.755 km? 733.58
e Dataset-A
36.72 5
% momm
O X £ Tx Estimated Location
36.7 1 X
x X X X X
36.69 | X X
X
36.68 X
8 p
£ 36.67 [ %
~ 3666 |
X
36.65 . %
36.64 ®
36.63 [
36.62 ' : .
3.15 32 3.25 33
Longitude

Figure 4.5: Diagram of geometric circles method dataset-A
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Figure 4.6 Contour map of geometric circles method—dataset-A
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Figure 4.7: 3D Heatmap histogram of geometric circles method—dataset-A
Figure 4.6 and 4.7 above illustrates different colored contours, with yellow color
being the area with the highest circles intersections nodes.

The blue color indicates a low number of intersections. The color code
interpretation is the same for all datasets in this chapter.
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Figure 4.9: Contour map of geometric circles method dataset-B
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Figure 4.11: Diagram of geometric circles method—dataset-C
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Chapter 5

Newton Raphson iterative method

The name "Newton's method" is derived from Isaac Newton's description of a
special case of the method in (De analysi per aequationes numero terminorum
infinitas -written in 1669, published in 1711 by William Jones) and in (De metodis
fluxionum et serierum infinitarum - written in 1671, translated and published as
Method of Fluxions in 1736 by John Colson). However, his method differs
substantially from the modern method used in this thesis: Newton applies the
method only to polynomials. He does not compute the successive approximations
Xn, but computes a sequence of polynomials, and only at the end arrives at an
approximation for the root x. Finally, Newton views the method as purely
algebraic and makes no mention of the connection with calculus. Newton may
have derived his method from a similar but less precise method by the French
mathematician Franciscus Vieta. The essence of Vieta's method can be found in
the work of the Persian mathematician Sharaf al-Din al-Tusi, while his successor
Jamshid al-Kashi used a form of Newton's method to solve (X" — N) = 0 to find
roots of N (Ypma 1995). A special case of Newton's method for calculating square
roots was known since ancient times and is often called the Babylonian method.
Newton's method was used by 17th-century Japanese mathematician Seki Kowa
to solve single-variable equations, though the connection with calculus was
missing.

Newton's method was first published in 1685 in (A Treatise of Algebra both
Historical and Practical) by John Wallis

In 1690, Joseph Raphson published a simplified description in (Analysis
aequationum universalis). Raphson again viewed Newton's method purely as an
algebraic method and restricted its use to polynomials, but he describes the
method in terms of the successive approximations X, instead of the more
complicated sequence of polynomials used by Newton. Finally, in 1740, Thomas
Simpson described Newton's method as an iterative method for solving general
nonlinear equations using calculus, essentially giving the description above. In the
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same publication, Simpson also gives the generalization to systems of two
equations and notes that Newton's method can be used for solving optimization
problems by setting the gradient to zero.

5.1 Method demonstration

Arthur Cayley in 1879 in The Newton—Fourier imaginary problem was the first to
notice the difficulties in generalizing Newton's method to complex roots of
polynomials with degree greater than 2 and complex initial values. This opened
the way to the study of the theory of iterations of rational functions.

Briefly, the method is a root-finding algorithm which produces successively better
approximations to the roots (or zeroes) of a real-valued function. The most basic
version starts with a single-variable function f defined for a real variable (x), the
function's derivative ', and an initial guess X, for a root of f. If the function
satisfies sufficient assumptions and the initial guess is close, then

X = e — f (xo)
T f(xo)

Is a better approximation of the root than x,. Geometrically, (xi, 0) is the
intersection of the x-axis and the tangent of the graph of f at (xo, f(xo)): that is, the
improved guess is the unique root of the linear approximation at the initial point.
The process is repeated as:

f ()

Xn+1 = Xn F(x0)
Until a sufficiently precise value is reached. This algorithm is first in the class of
Householder's methods, succeeded by Halley's method. The method can also be
extended to complex functions and to systems of equations.

A large error in the initial estimate can contribute to non-convergence of the
algorithm. To overcome this problem one can often linearise the function that is
being optimized using calculus, logs, differentials, or even using evolutionary
algorithms, such as the stochastic funnel algorithm Good initial estimates lie close
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to the final globally optimal parameter estimate. The initial guess for newton
vector is the minimum longitude value associated with minimum latitude value.
In nonlinear regression, the sum of squared errors is only “close to" parabolic in
the region of the final parameter estimates. Initial estimates found here will allow
the Newton—Raphson method to quickly converge. It is only here that the Hessian
matrix of the sum of squared errors is positive and the first derivative of the sum
of squared errors is close to zero.

When dealing with nonlinear systems of equations that has k variables and k
functions

One may also use Newton's method to solve systems of k (nonlinear) equations,
which amounts to finding the zeroes of continuously differentiable functions

(F): R — R In the formulation given above, one then has to left multiply with
the inverse of the k x k Jacobian matrix Je(x,)instead of dividing by f'(xy):

Xn+1 = Xn — ]F(xn)_lF(xn)

Rather than actually computing the inverse of the Jacobian matrix, one can save
time by solving the system of linear equations [13, 14]

]F(xn)(xn+1 —Xp) = — F(xp)
For the unknown x,, + 1 — x"

As said earlier, the thesis is based on Friis transmission equation, let’s consider €
as individual loss coefficients for each observation.

€i

d;2
Introduce a distance squared term in space as:

di 2 (x; — x0)° + (Vi — ¥0)* + (2 — 20)?
In 2 dimensions, the equation becomes:

di 2 (x; — x0)* + (y; — ¥o)?
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x; and y; represents waypoints of measurements and x, and y, for the transmitter
location. Terms that are not concerns in this model such as antennas gains and

wavelength to form are excluded.
Pt

[Ce; — x0)% + (i — y0)?]
Then the equation becomes:

pi =

€i
2

e
pidi2 —po =0

This function named J; defined as a cost function for all observations

e
Ji (X0, Y0, P0) = p:idi2 — po

The following step is to reduce the size of the cost function. It is simpler to reduce
the magnitude squared, and every J; term should contribute to the overall cost, so

sum J;2Vi. The new cost function for each individual observation cost is:

Ji(x0, Y0, o) = Z/iz
Vi

Attempt to minimize the cost function in order to bring it as near to zero as
possible.

This model allows for changes in Xy, Yo, and po while keeping the loss coefficients
e; constant

Using Newton's technique to determine the minimum by finding the roots of the
derivative. For a function of multiple variables, the first derivative'(x), turns into
a gradient, and the second derivative”(x), turns into a Hessian matrix.

The equation becomes then:

= — (2 () V) ()

Where V] (x™) is the gradient, and V2] (x™)is the Hessian.
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d%]
0po0dpo
Whenever the loss coefficients are limited to 2 for all observations, the gradient
and Hessian become much simpler to compute, this cancels out many of the more
complex terms.
Gradient after simplification:

0]
l

=2 Z 1 =2 % i mesurements

aJ
— =4 (yo — ) (pid; —
3y, Ei pi (Yo — ¥i)(pid; — po)

T 22 o -pido)
apo : bPo —bidi

Hessian after simplification'

axoaxo = 42291(191 —Po) + 2p;*(xg — x;)?

— 2
axoayo 8zpl (o — %) 3o — )

axoapo = _4zpl (xO

9?%]
=4Z (Pidi = po) + 2pi> (0 = )’
30y, . pi(pid; — po) + 2p;i“ (Yo — Vi

ayoap() Epl (yo yl

0%] _ 0%] _ 0%] _ 0%]
0y,0x, 0x,0y,  0podx, 0xy0p0
02 9y 92]

= ; = ZZ 1 =2 *i mesurments
0pe0yo 0yo0po  0Yye0Po -

Initial guess estimations for the loss coefficients are not known for real space

datasets, this initialization,e; = 2 will be utilized frequently throughout this
method Additionally, the maximum number of iterations chosen is 10 since after
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numerous simulation attempts, the final estimate does not needs more iteration for
approximations.
The result demonstrates the influence on the overall quality of final estimate and

a valuable evaluation experimentally [15].

5.2 Newton Raphson iterative algorithm

Import RSS measurements and observations waypoints from CSV file,
Read data (Xo, Yo, po. Xi,¥i.pi), longitude min and latitude min, k max
(number of iterations), real Tx position

v

I(x) = X1 Ji(x)?

e; Value

F

|

Compute gradient VJ(x™)

Y
Compute Hessian V2] (x™)

Y
Compute Hessian inverse V2/(x™) 1!

Y

[N XM =X = (VP (™) V) (™)

Print newton vector

v

Estimate Tx position and compute Error

Figure 5.1: Newton Raphson iterative method flowchart
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5.3 Results

Table 5.1: Newton Raphson iterative method efficiency

Dataset Searching area Errors (meters)
A 164.139 km? 916.90
B 10.933 km?’ 244.53
C 45.049 km?’ 47.52
D 70.755 km?’ 160.11
e Dataset A
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Figure 5 2: Diagram of Newton Raphson iterative method dataset-A
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Figure 5.3: lllustration of Newton Raphson iterative method steps—dataset-A
The figure above illustrates newton vector iterations with blue markers
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Figure 5.8: Diagram of Newton Raphson iterative method—dataset-C
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Figure 5.11: Diagram of Newton Raphson iterative method dataset-D
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Chapter 6

General Conclusions

This chapter provides a summary of the major results of the work, along with why
it is significant and what further actions and research possibilities that can be taken
to improve and advance the work.

Methods Comparison

4000
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2000
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1000
500 o --v

Errar {meters)

0
Dataset A Dataset B Dataset C Dataset D
Datasets
M Binary decision classification W Geometric circles method

Newton Raphson iterative method
Figure 6.1: Error comparison by dataset in meters
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Figure 6.2: Radar chart demonstrating average error in meters for studied methods
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The illustration, above (figure 6 1), is a histogram showing results of a final trials.
Each method is denoted by a bar of a certain color, evaluate position estimation
errors for all the studied datasets. If this histogram were compared between
different datasets environments, the result is more favorable for LOS situation,
since all methods have noted average error below 500 meters.

Dataset (A) is in NLOS situation, and recorded a high error margin due to loss
coefficients variations and a large area of interest (164.139 km?).

An evident improvement expected to reduce error margin, when implementing
suitable approximations of loss coefficients values for each observation.

If this histogram were compared to disclose methods effectiveness, Newton
Raphson iterative method manifests an excellent results, the average error for
entire datasets is adequate (figure 6.2). Geometric circles method has recorded a
poor average results

The worse estimate was noted for binary decision classification method in NLOS
situation.

Conclusion

Geolocation of uncooperative RF transmitter is possible using received signal
strength based on free space modelization in a noisy environment. Employing
multiple distributed observations, while minimizing resource-consumption using
a cheap RTL-SDR dongle is a challenging achievement to get an accurate
estimate. Despite the fact that the results obtained are acceptable globally and
reduce significantly searching area in LOS environment. The methods are not
adapted well for NLOS environments for precise outdoor geolocation. Solving
this problem using only Friis transmission equation is strenuous and needs
additional algorithmic steps to reduce error margin for final position estimation.
Even so, the work has been a valuable experience when demonstrating multiple
optimization methods for real-world applications. In some situations, it is possible
to reduce the effect of noise by avoiding buildings and obstacles situated between
the transmitter and the receiver, to provide an accurate and realistic results
Furthermore, in a special scenario, there will likely be more than a single
emitter, the legitimate one and the hostile one.
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Distinguishing multiple emitters on the same centered frequency is a challenge
that has not be considered in this work. Further work including signal
processing is required in the section of separating and classifying multiple
transmitters in a noisy radio frequency environment.

The simulated data with a loss coefficient superior than 2, demonstrates uniform
path loss model which is different from real outdoor situation. This work turned
out to be an exercise in examining the behaviour of sampled data at the receiver
side and evaluating receiver capability too.

There is a correlation between distance to the transmitter and prediction
accuracy. To maximize prediction accuracy, making at least one observation close
to the transmitter is a good strategy, more advanced effort and time is needed to
do so, and a higher number of observation is privileged. Generally, being closer
to the emitter, will allow measuring high received signal strength. Therefore, noise
will be less significant and predictions become very accurate.

Applying a theoretical studies, such as this, to the real world cases needs
supplementary considerations for each different situation Even if the results
therefore are acceptable for certain environments, there may be another aspects or
issues that have not been taken into account in this work. In other words, even a
theoretically implementation sounds accurate, it may encounter problems when
put into practice.
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Future work

This research initiates many possibilities for further research, | advocate algorithm
development, to evaluate significally power loss coefficient for each
measurement.

Designing a powerful VHF antenna to improve RF signal reception. Run direct
sampling mode with a hardware modification to tune to the HF frequencies.
Involve UAVSs to estimate transmitter’s elevation. Implement active measurement
process and synchronize dongles to perform DoA-ToA-TDoA geolocation
methods.

Additional work could be done to implement these algorithms in such a way that
allows monitoring a mobile transmitter.

Active measurements could be utilized with a Kalman filter to enhance
estimations.
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Appendix - Flowchart for generating simulation datasets

Input number of random observations to generate

h 4

Input parameters (mean loss, additive noise, Tx power, area dimensions)

Y

Set random Tx and Rx positions inside the area

Y

Calculate (rx distance) distance between Tx and Rx observations

Y

Calculate (loss coefficient) using formula

Loss coefficient = ((mean loss) + (additional noise))

Y

Calculate (rx power) for each observation

((tx power)/(rx distances))loss coefficieat)

Y
Convert power from watt to dB
(rx power_dB) =10 logio (1X power)
(tx power_dB) =10 log;o (tx power)

A 4

Generate CSV file containing (tx and rx positions

(longitude, latitude) and their respective power in
dB.

Y
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