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ABSTRACT

Photovoltaic systems are gaining more and more visibility, while the world power

demand is increasing. Unconditional availability of the power source and the

environmental friendliness of these systems are their major advantage. Nonetheless, their

efficiency and difficult controllability stand as the major drawbacks. Furthermore, when PV

system is connected to the utility grid, the transmission system operators are imposing

tough standards and many requirements, such as the limits on total harmonic distortion

(THD) and the power factor (PF) of the injected current.

To improve the grid connected photovoltaic systems behaviour, two main axes are

explored by the researchers. In the first one, several researchers have addressed the

issue of low yields and power losses in PV systems facilities and all have approved the

use of a power optimizer known as maximum power point tracking (MPPT) to improve the

overall efficiency of systems. In the second one, great research efforts are devoted to

develop robust control strategies, which could ensure the imposed power quality.

The present work seeks to improve the efficiency of photovoltaic grid-connected

systems by developing efficient control algorithms. Indeed, two novel MPPT techniques

that use the direct control structure are introduced. These techniques are based on the

artificial bee colony optimization algorithm, a relatively new member of swarm intelligence

algorithms, and are dedicated to the control of one-dimensional and multi-dimensional PV

systems. The developed algorithms, do not only allow overcoming the common drawback

of the conventional MPPT algorithms, but give simple and robust schemes to achieve

MPPT. Furthermore, an improved and efficient version of the well-known deadbeat control

algorithm suitable for DSP-based platform implementation is proposed. In this version the

control problem is considered for inverters with L and LCL output filters. The developed

algorithm allows overcoming the phase shift problem and improving the output current

shape quality. Hence, the THD and the PF are significantly improved.

The performances of the proposed algorithms were evaluated using a co-simulation

methodology by combining MATLAB/Simulink and Psim software. The obtained results

show the effectiveness of these algorithms. Furthermore, experimental verification tests of

the two proposed MPPT techniques were also conducted. The obtained experimental

results were in good qualitative agreement with the simulations results.

Keywords: Grid connected PV system; Maximum power point tracker; artificial bee

colony algorithm; Deadbeat controller; Predictive control; DSP implementation.



RESUME

Les systèmes photovoltaïques gagnent de plus en plus de visibilité, au moment que la
demande de puissance mondiale est en augmentation dramatique. La disponibilité
inconditionnelle et le respect de l'environnement de ces systèmes sont leurs atouts
majeurs. Néanmoins, leur efficacité et la difficulté de leur commande constituent leurs
principaux inconvénients. En outre, lorsque les systèmes PV sont connectés aux réseaux
de distribution électrique, les compagnies responsables de la production et la distribution
d'électricité imposent des normes strictes sur la qualité de la puissance injectée, tels que
la valeur de la distorsion harmonique totale (THD) du courant injecté et le facteur de
puissance (PF).

Afin de contribuer au développement des systèmes photovoltaïques connectés au
réseau plus performants, deux principaux axes sont explorées par les chercheurs. Dans
le premier, plusieurs chercheurs ont abordé la question des rendements faibles et des
pertes de puissance dans les installations photovoltaïques. Tous les travaux menés dans
cette direction ont approuvé l'utilisation d'un optimiseur de puissance, connu sous le nom
de suiveur de point de puissance maximale, afin d'améliorer l'efficacité globale des
systèmes photovoltaïques. Tandis que dans la seconde axe, tous les efforts de recherche
sont orientés vers le développement des stratégies de commande robuste, qui
garantissent l'injection d'une puissance qui répondent aux exigences imposées.

Dans cette thèse, l'objectif est de proposer des algorithmes, plus robustes et efficaces,
pour la commande des systèmes photovoltaïques connectés au réseau qui permettent
d'améliorer leur efficacité et la qualité de la puissance injecté. Pour cela, trois nouveaux
algorithmes sont développés:

Premièrement, pour améliorer l'efficacité de ces systèmes, deux nouvelles techniques
de suivi de point de puissance maximale, utilisant la structure de commande directe et
dédiés à la commande des systèmes PV unidimensionnelles et multidimensionnelles,
sont introduits. Les algorithmes développés, basés sur un mécanisme de commande
simple et robuste, permettent de surmonter l'inconvénient commun des algorithmes de
poursuite de point de puissance maximale classiques.

Deuxièmement, pour améliorer la qualité de la puissance injectée dans le réseau, une
version améliorée et efficace de la commande Deadbeat adaptée à l'implémentation sur
une plate-forme DSP est également proposée. Dans cette version, le problème de
commande est considéré en utilisant deux filtres de sortie différents (L et LCL).
L'algorithme développé conduit à surmonter le problème de décalage de phase inhérent
à la commande Deadbeat classique et permet d’améliorer la valeur du THD et celle du
facteur de puissance.

Pour évaluer les performances des algorithmes proposés, une méthodologie de co-
simulation combinant les deux logiciels MATLAB/Simulink et Psim est utilisée. Les
résultats de simulation ont montré l'efficacité des algorithmes proposés. En outre, la
vérification expérimentale des deux techniques d’MPPT proposées est également menée.
Les résultats expérimentaux obtenus ont été en bon accord qualitatif avec les résultats
des simulations.

Mots clés: Système photovoltaïque connecté au réseau; Suiveur de point de
puissance maximale; Algorithme d'optimisation par colonie d'abeilles; Contrôleur
Deadbeat; contrôle prédictif; Implémentation sur DSP.



ملخص

العالم في الطاقة على الطلبأنحین في الاعتبار،منوالمزیدالمزیدالكھروضوئیةالنظمتكتسب

.الأنظمةلھذهالرئیسیةالمزایامنھيللبیئةوصداقتھاالطاقةلمصدرمشروطالغیرالتوفر.الازدیاد في آخذ

 على وعلاوة.الرئیسیةالعوائقمنھيبھاالتحكموالسیطرةوصعوبةالمنخفضةفإن كفاءتھاذلك،ومع

معاییریفرضونالأخیرةھاتھ مشغلي فإنالطاقة،توزیعبشبكاتالكھروضوئیةالنظمتوصیلعندذلك،

القدرةومعامل)THD(الكليالتوافقيالتشوه على المفروضةالقیودمثلالمتطلبات،منوالعدیدصارمة

)PF(المحقونللتیار.

مناستكشافھمایتمأساسیینمحورینھناكبالشبكة،المتصلةالكھروضوئیةالنظمسلوكلتحسین

المرافقة الطاقةوخسائرالمنخفضةالكفاءةقضیةالباحثینمنالعدیدتناولالأول،المحور في. الباحثینقبل

العظمىالاستطاعةنقطة متتبع باسمالمعروفةالقوةمحسناستخدام على الجمیعاتفققدوالأنظمةلھتھ

)MPPT(كبیرةبحثیةجھودتكریستمقدالثاني،المحور في بینما.النظمالعامة لھتھالكفاءةلتحسین

توزیع الطاقةشبكات مشغلي قبلمنالمفروضةالطاقةجودةتضمنوالتيمتینة،تحكماستراتیجیاتلتطویر

.الكھربائیة

بالشبكة،المتصلةالكھروضوئیةالنظمكفاءةتحسینإلىالاطروحةھاتھ في المتناولیسعى العمل

نقطة لتتبع جدیدتینتقنیتینإدخالتمحیث.عالیةكفاءةذاتتحكمخوارزمیاتتطویرخلالمنوذلك

واحدبعدذاتالكھروضوئیةالمولداتمباشرة للسیطرة على تحكمبنیةتستخدمانواللتینالعظمىالاستطاعة

تعتبر والتيالاصطناعیة،النحلمستعمرةخوارزمیة على یستندانھماالأبعاد على التوالي، ومتعددأو

 على بالتغلبفقط تسمح لا المقدمة،الخوارزمیاتحیث أن .السربذكاءخوارزمیاتمننسبیاجدیداعضوا

.بسیطةمخططاتذاتأیضاھيولكنالتقلیدیة،العظمىالاستطاعةنقطة تتبع لخوارزمیاتالمشتركالعائق

لتنفیذ  مناسبة Deadbeatالمعروفة الخوارزمیةمنوفعالة محسنة نسخة اقتراحتمذلك، على وعلاوة

مننوعین على اعتبار ھذا المشكلتمبحیث).DSP(الرقمي الإشارة معالج السیطرة على العاكس بواسطة

الكلي ومعاملالتوافقيالتشوهمن كلا ملحوظبشكلتحسنالمقدمةالخوارزمیة).LCLوL(المرشحات

.الشبكة في المحقونللتیارالقدرة

برنامجبینالجمعطریقعنمحاكاةمنھجیةباستخدامالمقترحةالخوارزمیاتأداءتقییمتم

MATLAB /SimulinkوبرنامجPsim.ھتھفعالیةعلیھاالحصولتمالتيالنتائجأظھرتوقد

الاستطاعةنقطة لتتبع المقترحتینالتقنیتینمنالتجریبيالتحققأیضاتمذلك،إلى بالإضافة.الخوارزمیات

.المحاكاة نتائج مع جیدنوعياتفاق في علیھاالحصولتمالتيالتجریبیةالنتائججاءتوقدالعظمى.

العظمى الاسٍتطاعةنقطةالمتصلة بشبكة توزیع الكھرباء، تتبعالكھروضوئیةالنظم:مفتاحیةكلمات

الإشارةالتنبؤیة، معالجالسیطرة،Deadbeatالاصطناعیة، خوارزمیة النحلمستعمرةخوارزمیة

الرقمي.
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INTRODUCTION

Energy is fundamental to sustain the development of nations. Particularly, fossil

fuel energy has been the most component used worldwide. However, the

expansion of energy-consuming activities in the developed and the emerging

countries can lead to two major concerns: the depletion of the most easily

accessible energy resources (mainly the oil) and the problem of global warming

caused by the rapidly increasing emissions of greenhouse gases such as carbon

dioxide and methane. This global nature of energy challenges requires that

renewable energy resources should be appropriately managed and used [1].

Renewable energy is commonly defined as the energy that comes from

resources which are naturally replenished on a human timescale such as sunlight,

wind and geothermal heat. Contrary to conventional energies, renewable energies

have minimal, if any, negative impacts on the environment, with no waste products

of greenhouse gases.

The sun is the main source of all alternative energies on the earth surface. Wind

energy, bioenergy, ocean energy, and hydro energy are derived from the sun.

However, the term solar energy refers to the energy that is harvested directly from

the sun [2]. Among all of the alternative energy resources, Solar energy has

become the most attractive source of renewable energy due to its abundance,

versatility, and ease of implementation with minimal environmental impact in terms

of land usage [3].

Generation of electricity from the sun can be achieved directly using

PhotoVoltaic (PV) cells or through solar concentration to rise steam and drive

conventional turbines. Over the last few years considerable progress has been

made in the reduction of the cost of PV generated electricity. A photovoltaic

system generates electricity by the direct conversion of the sun energy into

electricity. This simple principle involves sophisticated technology that is used to

build efficient devices, namely solar cells, which are the key components of a PV

system and require semiconductor processing techniques in order to be

manufactured at low cost and high efficiency [4].
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According to the application, photovoltaic generation systems can be divided

into the off-grid photovoltaic systems and the grid connected photovoltaic systems.

The off-grid photovoltaic inverter systems are used in independent photovoltaic

power generation system, applied in the countryside, island, and remote areas of

the power supply, communications and urban lighting. While, the grid-connected

photovoltaic systems are used in parallel with the traditional utility grid. They range

from small residential and commercial rooftop systems to large utility-scale solar

power stations.

In grid-connected photovoltaic systems, if the PV system is not supplying

sufficient power to local loads (e.g. at night, when there is no solar energy

available), the electricity from the grid is used. While, when the power supplied by

the PV system is greater than the power consumed by local loads, the excess

power can be exported to the utility grid. Unlike off-grid systems, grid-connected

systems rarely include an integrated battery solution, as they are still very

expensive. Therefore a grid connected system is cheaper, simple to install and

flexible.

However, feeding the photovoltaic energy to the utility grid is not evident. It

poses some problems in controlling the energy transfer and connecting the two

systems together by using static converters, where a judicious control of power

conditioning unit components is indispensable for proper functioning. A control unit

of such system is mainly composed of two controllers:

The first controller is charged to achieve maximum power point tracking for

better efficiency, which tracks the voltage (or current) at where the maximum

power of the Photovoltaic Generator (PVG) is obtained. Weather conditions

variation (irradiance and temperature) and partial shading of PV generator affect

nonlinearly the current-voltage (I-V) output characteristics [5], resulting a

permanent change in locus of the maximum power point, which makes its tracking

very hard. In such situations, conventional MPPT techniques can easily be trapped

at local maxima, and so missing the Global Maximum Power Point (GMPP).

Therefore, a significant output power can be lost and the overall system yield

could be significantly reduced. To overcome this problem, several researchers

have proposed global search MPPT techniques, which can extract maximum

power from photovoltaic systems under varying atmospheric and partial shading
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conditions (PSC). Seeing the effectiveness of soft computing algorithms in

resolving complex optimization problems, several soft computing algorithms-based

MPPT have been developed and emerged as powerful techniques. Regarding the

convergence rate, the convergence speed and the implementation simplicity,

swarm intelligence-based MPPT techniques, outperform MPPT techniques that

are based on other soft computing algorithms [6].

The second controller ensures that the power injected into the utility grid meets

the requirements imposed by standards. Because, it is necessary to have low

levels of Total Harmonic Distortion (THD) at the inverter output and a very good

Power Factor (PF), close to unity, it is imperative to design high-performance

controllers for the inverter. Despite many advanced control techniques that have

been developed to improve the THD and to obtain a faster response for the

injected current, the deadbeat control technique remains an attractive way for

controlling power converters [7].

The main objective of this thesis is to develop efficient control algorithms that

allow improving the efficiency and the power quality of grid connected PV systems.

Indeed, to enhance the efficiency of these systems, two maximum power point

tracking techniques based on Artificial Bee Colony algorithm are introduced. In

fact, the good performance of ABC algorithm has been established in different

fields. To deal with the power quality problem, an improved and efficient version of

the well-known deadbeat control algorithm, suitable for DSP-based platform

implementation, is developed.

The content of this thesis is organized as follows:

The first chapter provides an overview of the different components of a single-

phase grid connected PV system and gives a review of the recent achievements

and the current research activities in this field. The second chapter discusses the

developed MPPT approaches. The third chapter presents the proposed inverter

controller based on the deadbeat control approach. The fourth chapter gives the

simulation results of the overall grid connected PV system controlled using the

developed algorithms. The last chapter provides the experimental verification tests

of the two developed MPPT approaches. Finally, some conclusions and

perspectives of the present work are given.
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CHAPTER 1

SINGLE-PHASE GRID CONNECTED PHOTOVOLTAIC SYSTEMS:
STATE OF THE ART

1.1. Introduction:

The building blocks of a grid-connected photovoltaic system are shown in figure

(1.1). The system is mainly composed of a matrix of PV array, which converts the

sunlight to DC power, and a power conditioning unit that converts the DC power to

AC power. The generated AC power is injected into the grid and/or utilized by local

loads. In some cases, storage devices are used to improve the availability of the

power generated by the PV system.

Figure 1.1: Main components of grid-connected photovoltaic systems.

In this chapter, we provide an overview of the different components of a single-

phase grid connected PV system, starting from photovoltaic effect to AC power

injected into the grid. A review of the recent achievements and current research

activities in the field are also provided.
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1.2. Photovoltaic array:

1.2.1. Photovoltaic effect:

The photoelectric effect was first noted by the French physicist, Edmund

Becquerel, in 1839, who found that certain materials would produce small amounts

of electric current when exposed to light. In 1905, Albert Einstein described the

nature of light and the photoelectric effect on which photovoltaic technology is

based. The first photovoltaic module was built by Bell Laboratories in 1954. It was

billed as a solar battery and was mostly just a curiosity as it was too expensive

and with a relatively low efficiency of around 4.5% [8]. In the 1960s, the space

industry began to make the first serious use of this technology to provide power

aboard space crafts, and during the energy crisis in the 1970s, photovoltaic

technology gained recognition as a source of power for non-space applications.

By definition, the photovoltaic effect is the direct conversion of light into

electricity at the atomic level. Some materials exhibit a property known as the

photoelectric effect that causes them to absorb photons of light and release

electrons. When light shines on a PV cell, it may be reflected, absorbed, or pass

right through. But only the absorbed light generates electricity.

The energy of the absorbed light is transferred to electrons in the atoms of the

PV cell. With their new found energy, these electrons escape from their normal

positions in the atoms of the semiconductor PV material and become part of the

electrical flow, or current, in an electrical circuit. To induce the built-in electric field

within a PV cell, two layers of somewhat differing semiconductor materials are

placed in contact with one another. One layer is an n-type semiconductor with an

abundance of electrons, which have a negative electrical charge. The other layer

is a p-type semiconductor with an abundance of holes, which have a positive

electrical charge. Sandwiching these together creates a p/n junction at their

interface, thereby creating an electric field (see figure (1.2)).
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Figure 1.2: Photovoltaic effect principle.

1.2.2. PV technologies:

Many different solar cells are now available, yet more are under development.

The range of solar cells spans different materials and structures in the quest to

extract maximum power from the device while keeping the cost to a minimum.

Devices with efficiencies exceeding 30% have been demonstrated in the

laboratory, however, the efficiency of commercial devices, is still less than half this

value.

There are two main PV technologies, Crystalline Silicon (c-Si) technology and

thin-film technology [9, 10]:

Crystalline silicon photovoltaic cells, known as the first generation technology

are currently the most common solar cells in use (about 90% of the world market

share in 2013 [11]), mainly because c-Si is stable and it operates at a good

efficiency [12, 13]. Despite gaining more favour, c-Si based photovoltaic cells are

relatively expensive because of difficulties in the industrial preparation of the high-

grade silicon. As the second generation PV cells technology, thin-film PV cells use

very thin layers of semiconducting materials, so they can be manufactured in large

quantity at low cost, but with low efficiency.

However, both technologies have advantages and disadvantages. It is

important to take a variety of factors into account, when making a choice. The

comparative table below can serve as a basis for a quick comparison:
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Table 1.1: Comparison of photovoltaic technologies.

Crystalline Thin-film

Material
Mono-crystalline silicon
Poly-crystalline silicon

Amorphous silicon
Cadmium telluride

Efficiency 13% - 19% 4% - 12%

Price/W Higher Lower

Area Standard
Up to 50% more

compared to crystalline
Number of modules in a

system
Less More

Moreover, third generation PV technology try to improve the electrical

performance of the second generation while maintaining low production costs [12].

1.2.3. Photovoltaic generator:

A typical PV cell produces a voltage of approximately 0.5 V and a current that

depends on the intensity of the sunlight and the area of the cell. To increase the

output power, PV cells are connected in series (to increase the output voltage) and

in parallel (to increase the output current) [14]. Many cells are packaged together

to form a PV module. In turn, these modules can be wired together in a series–

parallel combination to form an array that best meets the needs of the application,

as shown in figure (1.3).

Figure 1.3: Photovoltaic array architecture.

1.2.4. PV cell and module modelling:

The equivalent circuit for the simplest solar cell (Ideal solar cell) model consists

of diode and current source connected in parallel, as shown in figure (1.4-a).

Where, the current source is directly proportional to the solar irradiation.
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On the basis of this circuit diagram, the output current is given by the following

expression [15]:

exp 1PH d PH o

t

V
I I I I I

nV

  
      

  
(1.1)

where:

PHI is the photocurrent (A);

oI is the reverse saturation current (A);

V is the output cell voltage(V);

n is the diode ideality factor.

tV is the thermal voltage, given by (1.2).

t

kT
V

q
 (1.2)

k is the Boltzmann constant 231.38 10 /J K .

q is the charge of electron, 191.6 10 C .

T is the solar cell temperature (K).

The photocurrent PHI of a solar cell depends on many material characteristics.

However, it can be approximated as linear-dependent on irradiance and

temperature with sufficient accuracy as follow [16]:

, ( )
scPH sc ref I ref

ref

G
I I T T

G
     (1.3)

where:

,sc refI is solar cell short-circuit current at standard test conditions (STC):

21000W / m , 25 , 1.5ref refG T C Air Mass    

scI is the solar cell short-circuit temperature coefficient, normally provided by

the manufacturer (AK-1).
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G is the actual irradiance intensity ( W/m2 );

refG is the reference irradiance intensity, 1000W/m2 ;

The well-known diode saturation current estimation equation is given by [5]:

3

, exp (1 / 1 / )ref g

o o ref ref

T qE
I I T T

T nk

   
    

   
(1.4)

where, the nominal saturation current ,o refI at STC is given by:

, , ,/ exp( / ) 1o ref sc ref oc ref tI I V nV    (1.5)

,oc refV is solar cell open-circuit voltage at reference condition;

gE is band-gap energy in the solar cell, (1.12-1.15eV).

The practical PV cell has a series resistance sR and a parallel resistance shR .

sR basically depends on the contact resistance of the metal base with the p

semiconductor layer, the resistances of the p and the n bodies, the contact

resistance of the n layer with the top metal grid, and the resistance of the grid. The

shR resistance is mainly due to the leakage current of the p–n junction and

depends on the fabrication method of the PV cell [17].

Thus, a more accurate model is accomplished by adding the series and the

shunt resistors to the ideal model, as shown in figure (1.4-b). The current-voltage

characteristic equation of a solar cell is then given by:

exp 1s s
PH o

t sh

V IR V IR
I I I

AV R

   
     

  
(1.6)

Figure 1.4: two equivalent circuits for single diode model of solar cell.
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To achieve the desired voltage and current levels, sN cells are connected in

series and pN cells are connected in parallel respectively, thus forming a PV

module. There for the PV module parameters are scaled according to sN and pN

as given bellow [18]:

Totalph p phI N I  (1.7)

Totalo p oI N I  (1.8)

Total sn N n  (1.9)

Total

s
s s

p

N
R R

N
  (1.10)

Total

s
sh sh

p

N
R R

N
  (1.11)

The overall PV module model can then be represented by the following figure

(figure (1.5)).

Figure 1.5: PV module circuit model.

Current-voltage characteristic equation of equivalent circuit for the PV module

arranged in pN parallel and sN series cells is given by [19]:

/ / ( / )
exp 1

M M M M
s s p p s sM

p PH p o

t sh

V N I R N N N V I R
I N I N I

nV R

   
      

   
(1.12)
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To estimate the operating cell temperature of PV modules, several models have

been developed. Nominal operation cell temperature (NOCT) model is the most

commonly used.

In NOCT model, it is simply assumed that, within a short time period (normally

less than 1 h), the intensity of the incoming solar irradiance and other parameters

affecting the PV modules behaviour are constant. If the variation of rates of overall

heat losses to the environment of the PV module is small, then it can be assumed

that the rate of heat transfer from the PV module to the environment is steady and

the temperatures at each point of the PV module is constant over the short time

period [20].

To obtain an NOCT value, an experiment must be conducted under specified

conditions and the variations of the environmental conditions must be within the

specific ranges. For the crystalline silicon PV module, the testing procedure of

NOCT is specified by IEC no. 61215 [21]. NOCT is defined as the mean solar cell

junction temperature reached by open circuit cells, under the following standard

reference environment (SRE) conditions [21]: solar irradiance on the cell surface is

800 W/m2, ambient temperature is 20 °C, and wind speed is 1 m/s.

Therefore, the module cell temperature at other environmental conditions can

be easily retrieved as given below [20]:

ambient

NOCT 20
T T G

800

 
   

 
(1.13)

Generally, the NOCT value is an inherent property of each individual module,

that can be found in module datasheet [22].

1.2.5. Irradiance and cell temperature effect:

As mentioned previously in section (1.2.4), the I-V characteristics of a

photovoltaic module strongly depend on irradiance and temperature (equation(1.3)

). This becomes very apparent when evaluating equation (1.12) for selected

values of temperature and irradiance. Figure (1.6) shows that the output current I

is mainly influenced by the change in irradiance G, whereas the open-circuit

voltage Voc remains approximately unchanged. In contrast, for a changing
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temperature one can see that the voltage varies widely while the short-circuit

current remains unchanged (Figure (1.7)).

Figure 1.6: I-V characteristics of the module for various values of irradiance G and

fixed temperature.

Figure 1.7: I-V characteristics of the module for various values of temperature T

and fixed irradiance.

The corresponding power-voltage (P-V) characteristics for variable irradiance

and temperature are shown in figures (1.8 and 1.9) respectively. Which show

clearly the dependence of the output power of the PV module on both irradiance

and temperature. Figure (1.8) shows the output power reduction with the
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decreasing of the irradiance, whereas in figure (1.9) the output power reduction is

due to the increase of cells temperature.

Figure 1.8: P-V characteristics of the module for various values of irradiance G

and fixed temperature.

Figure 1.9: P-V characteristics of the module for various values of temperature T

and fixed irradiance.
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1.2.6. Maximum power point:

When a load is connected to a photovoltaic generator, the operating point

(current and voltage), is obtained by the intersection of the I–V characteristics

curve of the PVG and the I–V characteristics of the load, as shown in figure (1.10).

The slope of this curve is 1/R and the operating point will depend on the value of

R. For maximum efficiency purpose, the desired operating point should be located

at the Maximum Power Point (MPP) (figure (1.11)). The corresponding values for

voltage and current are denoted by Vmpp and Impp, respectively. The importance of

keeping the operating voltage as close as possible to Vmpp is illustrated in figure

(1.11). For example, if the operating voltage differs from Vmpp by about 10% as

indicated by V1 for the module operating at STC, it will result in an output power

reduction of almost 25 %.

Actually, weather conditions variation (irradiance and temperature) and partial

shading of PV generator will affect nonlinearly the I-V output characteristics. As a

consequence, the locus of the maximum power point will permanently change,

which makes its tracking very hard.

Figure 1.10: Effect of resistive load on PVG operating point.

Output voltage (V)

O
u
tp

u
t

c
u
rr

e
n
t

(A
)

Voc

Increasing
resistance

Isc

I–V characteristics
of the load

Decreasing
resistance

Operating point



30

Figure 1.11: Maximum Power Point and the corresponding voltage Vmpp and

current Impp for the module operating at STC.

1.2.6.1. Effect of weather conditions on maximum power point:

The instantaneous change of weather conditions (temperature and irradiance)

will cause unexpected location of the maximum power point, as shown in figure

(1.12).

Figure 1.12: Maximum power points of module for instantaneous weather

conditions change.
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1.2.6.2. Effect of partial shadow on maximum power point:

Ideally, PV systems should be built using identical PV modules and are

supposed to operate under uniform irradiance and temperature. However, the

occurrence of partial shading cannot easily be avoided because of clouds and

obstacles such as trees and buildings (A typical partial shading example is shown

in figure (1.13)).

Partial shading not only leads to hot spots in PV modules [9, 10, 23], but is also

considered as one of the main causes for reduced energy yields in many PV

applications [5, 24].

Figure 1.13: PV array under partial shadow caused by a tree [25].

A. The hot spot problem:

If one of PV cells/modules serially connected have much lower photo-current Iph

than others due to partial shading, dust or degradation, it operates as a load for

other cells/modules and become reversed biased. This cell/module will then

dissipate energy rather than generate it, hence leading to a cell temperature rise. If

the temperature is too high, the cell/module can be damaged and affect the whole

PV module/array, which is known as the hot spot problem. The most common

method to avoid this hot spot problem is to put a bypass diode across a

determined group of series connected cells [25], as shown in figure (1.14-a).

Under uniform insolation, the bypass diodes are reverse biased and have no

impact. When the PV cells are shaded the bypass diodes are forward biased and
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the current passes through the diode instead of the PV cells as shown in figure

(1.14-b).

The number of bypass diodes per module is a tradeoff between avoiding the hot

spots formation and the costs for extra components. For today crystalline silicon

PV modules, the optimized number of cells in series per bypass diode is

commonly 18 [24].

Hot-spots can also be created when PV modules with different open circuit

voltages are connected in parallel, e.g., when one of the PV string in parallel is

shaded. In this situation, the PV string with lower open circuit voltage may behave

as a load and consume power generated by others. This PV string can be

damaged if the temperature is too high. To avoid this problem, blocking diodes are

sometimes connected in series with PV string as shown in figure (1.14-a).

Figure 1.14: Operation of PV array: (a) under uniform irradiation, (b) under PSC,

(c) the resulting I-V and P-V curves for (a) and (b).

B. Output power losses due to partial shading:

As described in the previous section (1.2.6.2.A), bypass diodes are usually

used in PV modules to prevent hot-spot damage. However, the bypass diode

transforms the P-V curves into more complicated shape characterized by multiple

peaks as it is shown in figure (1.14-c). Consequently, substantial power reduction
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can occur, because of the elimination of the entire shaded cell group by the

corresponding bypass diode.

Many research studies have addressed power lowering due to partial shade

and some of them have quantified this lowering to be up to 70% [25-27].

1.3. Power conditioning unit:

1.3.1. Power conditioning unit configurations:

In grid connected PV systems, there are two power conditioning unit

configurations with respect to the number of power converter stages [28-30]:

- Single-stage converter.

- Dual-stage converter.

For single-stage converter (figure 1.15-a), the maximum power point tracking

and the control loops (current and voltage control loops) are all handled by the

inverter. For dual-stage converter (figure 1.15-b), the maximum power point

tracking is handled by an additional DC-DC converter interfaced between the PV

generator and the inverter, while the current and voltage control loops are handled

by the inverter stage [30].

Figure 1.15: Different configurations of Power conditioning unit: (a) single-stage

concerter, (b) dual-stage converter.
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1.3.2. DC‐AC converter (Inverter):

The inverter is a fundamental part of the grid connected PV system, and can be

made in different topologies. The most commonly used topology is the full bridge

(two level) inverter as shown in figure (1.16). More advanced multilevel inverters

(three levels or more) are also used in grid connected PV systems. Some of these

topologies are described in [31], such as, series H‐bridge multilevel inverter, diode

clamped multilevel inverter, flying capacitor structure, etc…. These latter have

many advantages such as improved power quality and electromagnetic

compatibility (EMC), lower switching losses, and higher voltage capability can be

achieved. However, their main disadvantages are the required larger number of

switching semiconductors and the small voltage steps which must be supplied on

the DC side either by a capacitor bank or multiple PV modules configured to

create these voltage steps. Thus, multilevel inverters are suitable for larger PV

systems.

Figure 1.16: Full bridge DC‐AC converter.

1.3.3. Inverter categories:

As can be seen in figure (1.17), grid-connected inverters can be classified in

two categories:

- Current Source Inverter (CSI).

- Voltage Source Inverter (VSI).

The standard VSI or CSI inverters are the trivial choices to provide single stage

DC-AC conversion. Figure (1.17-a), illustrates the standard voltage source inverter

in which a DC-link capacitor is connected in parallel with PVG. While, figure (1.17-
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b) presents the standard current source inverter in which the inverter is fed from a

large DC-link inductor [32].

Figure 1.17: Different categories of grid-connected PV systems: (a) voltage source

inverter, and (b) current source inverter.

The voltage-source inverter is widely used for grid connected PV systems.

However, when employed as a power conditioning unit, VSI normally requires

another power electronic converter stage to step up/down the voltage needed at

the input of the DC/AC converter. The current-source inverter offers advantages

over VSI in terms of short-circuit protection capability and direct output current

controllability [33]. However, Poor power factor and harmonics generated by the

CSI prevent its use in grid connected systems [34]. In particular, in this thesis

voltage-source inverter is addressed.

1.3.4. DC-Link in VSI category:

In order to ensure a power flow from PV side to grid side, the DC bus voltage

( dU ) must be higher than the peak value of the grid voltage ( _grid rmsV ) [35]. This DC

voltage is estimated using equation (1.14).

_ _2 * 10% *d grid rms grid rmsU V V  (1.14)

A margin of 10% is considered to compensate the voltage drop across the

output filter and the switches.

Commonly, a large capacitor is used as DC link, This component is of the

upmost importance as it serves three very important functions. The first function is

to minimize the voltage ripple across the PV terminals and which results in a ripple
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of the output power [36]. Secondly, the capacitor acts as a sink and source every

half cycle to help create a balance of power on the DC bus [37]. Lastly, the

capacitor is the source for reactive power generation if the control system has the

reactive power control functionality [37].

The DC link capacitor DCC is sized according to the equation(1.15). For more

details regarding equation (1.15), please refer to Appendix D.

2* * *

pv

DC

d d

P
C

U U



(1.15)

where pvP is the net nominal power from the PVG and  is the grid pulsation.

To keep the DC bus voltage at its desired value ( dU ), a control algorithm must

be implemented, more details on DC bus voltage regulation is given in section

(I.5.2.1).

1.3.5. DC-DC converters:

The aim of DC-DC switch mode converter is to convert unregulated DC input to

regulated or controlled DC output at a desired voltage level. While in PV systems

the DC-DC converter is actually controlling the input voltage whatever the output

voltage is. With maximum power point tracking algorithms (which will be explained

in section 1.5.1) the converter adjusts operation point of the PVG in order to trap it

near its optimal operating point. There are several different kinds of DC-DC

converters in use in grid-connected PV system, but most of them are based on two

basic converter topologies:

- Buck converter (step-down).

- Boost converter (step-up).

The buck converter is often referred to as a step-down converter. Such

converter produces a lower output DC voltage than the input voltage. In contrast,

the boost converter produces an output DC voltage higher than the input voltage.

Buck and boost converters are schematically represented in figure (1.18-a) and

(1.18-b) respectively.
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Figure 1.18: DC-DC converters: (a) Buck converter, and (b) Boost converter.

In steady state conditions DC-DC converters can operate differently, depending

on the starting point of the current. When the instantaneous inductance current

stays at a non-zero value, the converter is operating in the so-called Continuous

Conduction Mode (CCM). When the instantaneous inductance current goes to

zero before the end of every cycle, the converter is operating in the Discontinuous

Conduction Mode (DCM). The condition where the current starts and ends at zero

every cycle with continuous conduction mode is referred to as the boundary

conduction mode (BCM). More detailed study on buck and boost converters can

be found in [38, 39] and the mathematical model of the boost converter is given in

appendix C.

In grid-connected PV systems, the input voltage might be higher or lower than

the AC voltage. This makes both buck and boost operation necessary, depending

on the input voltage. Both converter topologies are also applicable for MPPT.

However, in real systems, the boost converter is the more commonly utilized. In

small system where the desired DC link voltage cannot be achieved, the boost

topology is generally used [40].

1.3.6. AC side filter topologies:

In order to supply the grid with a nearly sinusoidal line current, the inverter is

connected to the grid line via a filter. The main objective of the filter is to reduce

harmonic content caused by switching semiconductor devices on the injected
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current [41]. According to [42], parameters like efficiency, weight and volume have

to be considered when choosing the optimal filter topology. Regarding efficiency,

filter topologies with reduced losses are required. Although those are relatively

small when compared to losses in the inverter, weight and volume of filters are the

most important parameters considered in the design.

There are three types of filters used in grid-connected PV systems; L-filter, L-C

filter and L-C-L filter as shown in figure (1.19). These different topologies are

analysed in [42-45]. Their advantages and disadvantages are pointed out based

on the most important features for designing effective filters. Harmonic attenuation,

system dynamics and design complexity of these types of filters are among the

performance features discussed in the literature.

Figure 1.19: Filter Topologies (a) L-Filter (b) L-C Filter (d) L-C-L Filter

A first order filter (Figure 1.19-a) consisting of one inductor is the most

commonly used filter in low-power applications to cancel high frequency ripples of

current [7]. It is easy to make, and has no resonance problems as higher order

filters may have. The major drawback of this filter is the size of the inductor

needed to achieve a reasonable attenuation of the current harmonics [46].

Higher order filters consisting of combinations of inductors and capacitors

(second order LC filter and third order LCL filter), can give a better attenuation of

low-order harmonics, with a bit complicated design procedure than the first order.

In grid connected systems the LC filter is seldom used, since the resonance

frequency of the filter will vary with the impedance value of the grid. Instead by

using a correctly designed LCL filter, this problem is avoided, because the

resonance frequency is highly depending on the filter components. In addition,

LCL filter will give better attenuation than LC filter, given the same size [47].

The dynamic control of the inverter is more difficult when using LCL filter

compared to using a simple L filter. With the LCL filter two more poles and two
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more zeroes are introduced compared to the simple L filter. So care must

therefore be taken when designing the controller, and the additional poles and

zeroes can make the system unstable if not proper damping is introduced [46].

1.4. Grid-Connected PV Standards:

Before designing grid connected converters for photovoltaic plants, an overview

on rules and regulations that must be followed should be investigated. These rules

will however not be the same all over the world. Depending on the grid type there

are different considerations to be taken in each country, and therefore there will

always be some adaptation to the requirements from the local utilities. The

requirements from the local utilities are usually based on a national standards or

international standards which deal with the interconnection of distributed

resources. These standards are often very similar, but they might have some

variations in the degree of limitations and in the used definitions [46]. By looking at

the standard from two of the major international standardization organization listed

below, an overlook of the most important requirements and limitations can be

found.

- International Electrotechnical Commission (IEC).

- Institute of Electrical and Electronics Engineers (IEEE)

Below is a list of the most used standards of interest from IEC and IEEE [48] [49]

[50]:

 IEEE Std 1547‐2003: Standard for Interconnecting Distributed

Resources with Electric Power Systems.

 IEC 61727 Second Edition 2004‐12: Photovoltaic systems -

Characteristics of the utility interface.

 IEEE STD 929‐2000: Recommended Practice for Utility Interface

of Photovoltaic Systems

Below is a list of requirements which should be followed when designing PV

grid-connected converters, based on the international standard of International

Electrotechnical Commission (IEC 61727). This latter, is dedicated for systems

with a rate power lower than 10 kW.
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1.4.1. Grounding:

Standards require that the PV modules shall be system grounded and

monitored for ground faults, to ensure the safety of the public regarding leakage

current due to module parasitic capacitance and to prevent undesired effects like

cell aging and efficiency reduction [51], especially when the maximum output

voltage of the PV modules reaches a certain level, e.g., 50 V [52].

This grounding sometimes involves connecting the negative terminal of the PV

array(s) to ground. However, in transformerless systems this might become a

problem, especially in single‐phase systems with neutral to line connection, where

the inverter is already grounded on the grid side [53]. To avoid this problem new

transformerless topologies of inverter for high-input-voltage are developed [51,

53].

1.4.2. DC‐injection:

DC current injection in the utility grid can saturate the distribution transformers,

leading to overheating and trips [54]. For PV inverters with galvanic isolation, this

problem does not occur, but transformerless PV inverter topologies shall not inject

a DC current higher than >0.5% of the rated injected current under any operating

condition. For further information on DC‐ injection see IEC 61727 §4.4 and IEE

929 §5.2.

1.4.3. Distortion/Harmonics:

It is desirable to have low levels of injected current harmonic distortion, in order

to decrease the potential adverse effects on connected equipments. In the

standards this is regulated through limiting the allowed current distortion. These

limits are summarized in table 1.2. For further information on the harmonic limits

see IEC 61727 §4.6 and IEEE 929 §4.4.
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Table 1.2: Harmonic current limits.

Harmonic order Distortion limits

THD 5%

3rd through 9th 4%

11th through 15th 2%

17th through 21st 1.5%

23rd through 33rd 0.6%

above 33rd 0.3%

1.4.4. Power factor:

Commonly, the control function of the inverter is dedicated to regulate the

power factor nearly unit (only active power), although in some applications

additional control of reactive power can be added. Table 1.3 gives power factor

limits according to the standards IEC 61727 §4.7 and IEEE 929 §4.5.

Table 1.3: Power factor limits.

percentage of rated output Power factor

>10% >0.85(lagging)

>50% >0.9(lagging)

1.5. Control unit:

In this thesis the grid connected PV system shown in figure (1.20), is

considered. The power conditioning unit used to interface the PV generator and

the utility grid consists of a two-stage converter, where a judicious control of power

conditioning unit components is indispensable for proper functioning.

Figure 1.20: Considered grid connected PV system.
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The control unit of such system is mainly composed of three control

mechanisms. The first one is charged to control the first stage, to achieve

maximum power point tracking for more efficiency. The second mechanism is

charged to control the second stage, by ensuring that the power injected into the

utility grid meets the requirements imposed by the standards (See section 1.4).

This latter mechanism is composed of three controllers; DC bus regulation in order

to ensure a power flow from PV side to grid side, a synchronization technique that

guarantees an injected current synchronized with the grid voltage and an inverter

controller. The third mechanism protects system components as well as users.

Hereafter, a review of the recent achievements and current research activities

for each mechanism is addressed.

1.5.1. First stage control (DC‐DC converter):

To utilize the maximum power produced by the PVG at all times, the control

system has to be equipped with a Maximum Power Point Tracker (MPPT) (See

figure (1.21)). This latter is a device which tracks the voltage (or current) at where

the maximum power is obtained. It is usually implemented by controlling a DC‐DC

converter, but in single stage converter systems the MPPT is included in the

DC‐AC inverter control.

Figure 1.21: Maximum power point tracking circuit diagram.

There are many MPPT techniques that can be found in literature. They can

range from conventional techniques to recent developed techniques which share
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the same aim of maximizing the PV output power regardless of uniform irradiance

or partial shading (see Section 1.2.6 for more details). These MPPT techniques

can be categorized based on their characteristics.

1.5.1.1. Comparison factors of MPPT techniques:

The MPPT techniques can be evaluated under the following factors, the design

complexity, the ability to track the true MPP, and the convergence speed [55].

A. Design complexity :

It is important to choose the most suitable MPPT based on its design

complexity. The implementation of the MPPT algorithms may be done on

analogue circuits or digital circuits. Where, digital circuits based MPPT algorithms

are less complicated and require simple computer programming.

B. Ability to track the true MPP :

Partial shading condition would lead to the formation of multiple peaks on the

P–V characteristic, which directly affects the tracking efficiency of algorithms.

Thus, developed MPPT techniques should be able to track the true MPP for the

extreme environmental conditions.

C. Convergence speed :

A MPPT algorithm should be able to converge to the required operating voltage

and current at an acceptable speed, regardless of a gradual or drastic change of

environmental conditions.

1.5.1.2. Maximum power point tracking techniques:

The first MPPT techniques, date from the 1970s, are used in aerospace

applications, in companies and research centres such as Honeywell Inc and NASA

[56-58]. Up until now, various MPPT techniques have been developed.

In this thesis, MPPT techniques reported in figure (1.22) are briefly described.

These techniques are systematically categorized into two main groups. The first

group includes conventional methods, which are applicable only to track the MPP

in photovoltaic systems under uniform irradiance conditions. While, the second

group includes global search MPPT techniques, which can extract maximum

power from photovoltaic systems under PSC.
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Figure 1.22: Classification of MPPT techniques.

D. Conventional techniques :

Conventional MPPT techniques have proven the ability to track the maximum

power point under uniform solar irradiance. The most popular one among these

techniques, is the conventional perturb and observe (P&O) technique [59]. This

algorithm uses simple feedback arrangement and little measured parameters. In

this approach, the module voltage is periodically perturbed and the corresponding

output power is compared with that at the previous cycle to determine the next

perturbation direction [60]. The second one is the conventional Incremental

Conductance (INC) technique, which was developed by K. H. Hussein et al [61].

They used the derivative of conductance to determine the maximum power point.

The INC technique is based on the fact that the slope of P-V curve is zero at MPP

[62]. This algorithm performs better than P&O algorithm in rapidly varying

environment. The hill climbing (HC) technique [63], is basically the same as the

P&O. The HC algorithm focuses on the perturbation of the duty-cycle of the power

converter to find the MPP. The HC algorithm provides an advantage in its

simplicity of operation compared to the P&O technique, but it suffers from the

same drawbacks. Fractional Open-circuit voltage [64] and Fractional short-circuit

current [65] techniques are the simplest MPPT techniques, based on a linear

proportional approximation, to the open-circuit voltage (VOC) and the short-circuit

current (ICC) of the PVG. However, these techniques interrupt the system operation
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when scanning the entire control range to obtain the VOC and ICC, which yields

power losses.

E. Modified-conventional techniques :

As discussed in previous subsection, conventional MPPT techniques are

effective under uniform solar irradiance. However, under partially shaded

conditions, these MPPTs can fail to track real MPP, because multiple local

maxima can be exhibited on the power-voltage characteristic curve. In order to

improve their performance, some researchers have proposed some modified

conventional techniques, such as, the Modified Perturb and Observe [66], the

Modified Incremental Conductance [67], and the Modified Hill Climbing [68].

However, these methods have some drawbacks in terms of complexity and poor

convergence rate [67].

F. Soft computing techniques:

Recently, soft computing methods such as Artificial Neural Networks (ANN),

evolutionary computation (EC) and swarm intelligence (SI) algorithms have

emerged as powerful optimization algorithms for solving complex problems and

providing optimal solutions. Parallel, dynamic, decentralized, asynchronous and

self-organizing behaviour of the soft computing algorithms are best suited for

optimization applications [69, 70]. The effectiveness of soft computing methods in

handling nonlinear problems, such that encountered in PV array behaviour, and

their implementation simplicity make them very attractive to solve the MPPT

problem of PV systems, especially in the case of partial shading and module

mismatches [6, 71]. Artificial Neural Networks, are one of soft computing methods

that was used in MPPT techniques. Typically, they were used to estimate the MPP

with respect to the randomly changing weather conditions [72], and to improve the

P&O and IC algorithms [73]. It is known that, using ANN with larger number of

hidden nodes leads to more accurate results, but at the expense of longer

computational time and complex hardware implementation. Evolutionary

computation techniques, such as Genetic Algorithm (GA) [74] and Differential

Evolution (DE) [75], have been also proposed to deal with the MPPT problem.

However, EC techniques might present a poor convergence rate and slow

convergence time [76]. Swarm Intelligence techniques have a good convergence
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rate and fast convergence compared to EC techniques [77], though might have

more parameters to be determined, which make them inflexible and complex [78].

Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) are the

most swarm intelligence techniques used in the development of MPPT schemes

[79, 80].

G. Other techniques :

Many other Global Maximum Power Point Tracker (GMPPT) techniques that

were not categorized into the two previous subsections exist. Such as: - Two-

stage techniques [66, 81], which consist to use non-accurate methods in the first

stage to determine the approximate GMPP location (i.e., an interval), followed by

traditional MPPT methods to determine the precise GMPP location. - Segmental

search techniques [82], are based on mathematical theories, finding the GMPP by

gradually reducing the search range. - Model Predictive Control (MPC) techniques

[83], which can be used to forecast future events and implement controls based on

those forecasts; therefore, MPC involves optimizing based on the control quantity

required in the current situation.

H. Hardware-based techniques :

In addition to using algorithm-based methods to address the multiple peaks

curves caused by PSCs, many researchers have proposed using hardware

methods to solve this problem. These methods can be classified as follows: The

first class dedicated to small PV systems, which is topology based and need extra

additional power circuits to perform global MPPT [84-86]. While, second class is

dedicated to large PV systems, which is based on system configuration and

reconfiguration: in this class, specific configurations of PV system are proposed

such as series-parallel (SP), bridge-linked (BL), and total-crossed-tied (TCT) to

produce more power [87-89]. Other works propose to adjust immediately the

configuration (reconfiguration) of PV arrays according to the shading pattern to

compensate the power losses caused by PSC [84]. Furthermore, the distributed

architecture of PV systems is also proposed as a solution [90], in which each

power circuit has its own designated controller (multidimensional topology), even if

PV modules in the system experience various levels of shading, the distributed

architecture can continue to track the GMPP of the entire system.
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1.5.2. Second stage control:

The second stage control mechanism must combine three control loops to

complete its task. These control loops are, the DC-bus voltage control, inverter

switching control and the grid synchronization control. Hereafter, these controllers

are briefly reviewed.

1.5.2.1. DC-bus voltage regulation:

Maintaining a constant DC link voltage is necessary to guarantee an excellent

operation of PV grid-connected inverters (figure (1.23)). To this end, the DC bus

voltage is regulated by adjusting the injected AC line current amplitude. The

increase of the injected AC line current amplitude will cause the decrease of the

DC bus voltage and vice versa.

Many DC bus voltage regulation strategies can be found in the literature.

Constant current adjustment (CCA) and proportional current adjustment (PCA) are

the simplest ones [91]. The first one is based on a hysteresis voltage band

controller. Inside the hysteresis band, then the reference current will be kept

unchanged. If the measured DC bus voltage, Vdc, is lower than the low limit of the

hysteresis band, then the amplitude of the reference current should be decreased

by a constant current command adjustment. On the other hand, if Vdc is higher

than the high limit of the hysteresis band, then the amplitude of the reference

current should be increased by a constant current adjustment. The PCA method is

similar to the CCA method except that the adjusting coefficient is proportional to

the quantity of the voltage difference between the actual and the desired DC bus

voltage. However, despite their simplicity, these strategies have a poor steady-

state, slow dynamic response and the choice of adjusting coefficients is very

difficult [91].

In order to avoid these problems, PI controller is widely used. The resulting

error signal between the actual and the desired DC bus voltage is applied to the PI

controller. The output PI controller serves as a reference current for switching

control loop of the inverter (See figure (1.23)). Some other control strategies such

as adaptive filtering technique [92] and nonlinear PID controller [93] give better

performances then PI controller, but are complicated from point of view of design

and practical application.
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Figure 1.23: DC bus voltage regulation strategy.

1.5.2.2. DC‐AC converter control:

In order to control the DC‐AC converter, there are two major control strategies,

namely: Current Controlled Inverter (CCI) and Voltage Controlled Inverter (VCI). In

grid connected system, a current controlled inverter has the advantage of being

less susceptible to voltage phase shifts and to distortion in the grid voltage, and

has the ability to reduce the THD of the injected current to a minimum. Whereas

voltage controlled inverter can result in overloading of the inverter due to small

phase errors, and large harmonic currents may occur if the grid voltage is distorted

[46]. Thus, in grid connected system, current controlled inverter is the most robust

control strategy. Therefore only Current Controlled VSI (CC‐VSI) will be

considered in this thesis.

Various CC-based control methods have been proposed in grid-connected PV

systems. Although these control strategies can achieve the same goals, their

performances are quite different. In this section, only the most commonly used

methods reported in figure (1.24) are briefly described.
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Figure 1.24: Classification of current control VSI methods.

A. Hysteresis controller:

In the hysteresis controller, actual line and reference current are used to derive

the signal switching of the inverter. Lower and upper hysteresis band limits are

directly related to the minimum and the maximum allowed pre-set error. When the

reference current is changed, the line current has to stay within these limits. The

range of the error signal directly controls the amount of ripples in the output

current from the inverter which is called the hysteresis band. Hysteresis controllers

present many advantages like simplicity, fast dynamic response, and robustness.

However, the drawback of this type of controller is an uneven and random

switching frequency pattern, which makes the filtering of output waveform quite

complex and expensive. Moreover, it results in additional stresses on the switching

devices [94]. Although there are a number of active researches to improve the

hysteresis current control technique [95], but applying variable frequency noises

into the utility grid is not recommended because it can trigger unpredictable

resonances in the grid utility [94].

B. Proportional-integral controller:

Proportional-integral (PI) controllers [96] were used as a former grid connected

current controller. Their gain is determined via (1.16):
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where PK and IK are the proportional and the integral gain respectively.

However, this controller exhibits two well-known drawbacks: the inability to track

a sinusoidal reference without steadystate error and a poor disturbance rejection

capability [97]. This is due to the poor performance of the integral action when the

disturbance is a periodic signal.

B. Proportional resonant controller :

The ideal proportional resonant controllers (PR) [98] present a high gain around

the natural resonant frequency  , which is given by (1.17).
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s 
 


(1.17)

where  , PK and IK represent the resonance frequency, proportional and the

integral gain respectively.

These controllers rather than PI controllers can cancel the steady state error

between the reference and the injected current by achieving a very high gain

around the resonance frequency [98]. However, PR controllers as PI controllers

are unable to give a large loop gain at the multiple harmonic frequencies to

provide a good compensation for a wide band of harmonics [99].

D. Repetitive Controller :

Repetitive controllers (RC) are also introduced as an alternative to improve the

grid-connected system output current. RC controllers perform superior error

cancelation for periodic signals by presenting a large magnitude of the loop gain at

the fundamental frequency and its integral multiples. However, repetitive controller

suffers from some drawbacks, such as: slow dynamic and a large memory

requirement [100, 101]. Sliding mode controller [102], odd-harmonic repetitive

controller [101] and dual-mode repetitive controller [103], are part of RC

controllers.

E. Deadbeat Controller :
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The deadbeat controller belongs to the family of predictive controllers [104].

They are based on a common principle: foreseeing the evolution of the controlled

quantity (the injected current) and on the basis of this prediction the average

voltage is calculated and produced by the converter (by using pulse width

modulator) [105]. The controller is developed on the basis of the model of the filter

and of the grid, which is used to predict the system dynamic behaviour. The

advantages of predictive dead-beat control are fast dynamic response and

accurate reference tracking. However, this controller is a model-based regulator,

so it is sensitive to parameter variations, and has a time delays, since it regulates

the current when it achieves its reference at the end of the next switching period.

1.5.2.3. Synchronisation:

Grid synchronization of single-phase grid-connected PV inverter lies in the

accurate detection of the attributes of the grid voltage in order to tune an internal

oscillator of power converter controllers to the oscillatory dynamics imposed by the

grid. This synchronization is important to:

- Deliver power at a power factor within pre-determined limits (See section

1.4.4), or within limits given by the utility if there is a need for reactive power

compensation.

- Reduce the harmonic current content, by applying a “clean” reference

current.

- Minimize the grid connection transients.

Usually, the main attributes of interest for interfacing photovoltaic energy to the

grid are the amplitude and the phase-angle of the fundamental frequency

component of the grid voltage [54].

Grid synchronization techniques can be classified into two main groups,

namely: the frequency-domain and the time-domain synchronisation methods:

- Frequency-domain methods: are usually based on some discrete

implementation of the Fourier analysis [106], and Wavelet Transform (WT)

[107]. The use of frequency domain entails significant operating

advantages; e.g. linear differential equations with constant coefficients in

the time domain can be solved by using ordinary algebraic equations in the

frequency domain and complicated convolution integrals can be
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transformed into simple multiplications [54], which allows to design simples

techniques.

- Time-domain methods: are based on some kind of adaptive loop that enables

an internal oscillator to track the component of interest of the input signal (grid

voltage) by using a feedback loop. The most extended synchronization method

in engineering applications is the phase-locked loop (PLL) [108]. The latter

provides continuous information about the phase-angle and amplitude of the

grid voltage, which allows current controllers and modulators to be

implemented [54]. Improved structures of PLL are also introduced, by using

some kind of quadrature signal generator (QSG) [109], and adaptive

mechanism [110].

1.5.3. Protection mechanism:

Under certain undesirable circumstances (depending on the grid voltage level

and the frequency range), the PV grid-connected system should be designed to

disconnect from the network via its on-board protection mechanism to prevent any

damage, as shown in figure (1.25). To this end, the system must open the breaker

in response to any unusual grid condition in a certain amount of time.

The maximum allowable response time for a grid-connected inverter to stop

energizing in the case of voltage level change, are listed in Table 1.4 [111], where

Vnom is the RMS nominal voltage of the grid at the point of common coupling

(PCC):

Table 1.4: Maximum trip time for grid-connected systems.

Voltage Maximum time to stop energizing

Vgrid < 50%Vnom 0.1s

50%Vnom ≤ Vgrid< 85%Vnom 2.0s

85%Vnom ≤ Vgrid < 110%Vnom Continuous operation

110%Vnom ≤ Vgrid < 135%Vnom 2.0s

135%Vnom ≤ Vgrid 0.05s

The default limits normal operating frequency are set according to IEC 61727

§5.2.2, which states that when the utility frequency is outside of the rated

frequency ( 1 Hz), the system shall cease to energize the utility within 0,2s.
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It is noted, however, if the utility returns to normal operating range of

Voltage/frequency within the allowed time, the converter does not have to cease

energizing the utility grid [49].

Furthermore, in the event of loss of grid utility supply, the system should also

disconnect from the grid, otherwise it could continue to provide energy to the

network, this situation is known as "islanding" and can cause many problems,

such as:

- Safety concerns: if an island occurs, grid utility maintenance staff may be

faced with unexpected live wires.

- End-user equipment damage: customer equipment could theoretically be

damaged if operating parameters differ greatly from the norm. In this case,

the utility is liable for the damage.

- Grid equipment damage: reclosing the circuit onto an active island may

cause problems with the grid utility equipment.

- Inverter confusion: reclosing onto an active island may cause confusion

among the inverters.

According to IEC 61727 standard, a utility distribution system is islanded when it

is out of the normal operation specifications for voltage and/or frequency. When

this situation occurs, the PV system must cease to energize the utility grid within

2s of loss of the grid utility.

Figure 1.25: PV grid connected system with protection mechanism.
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1.5.3.1. Islanding detection methods:

The reliability of islanding detection methods can be represented by the non-

detection zone (NDZ), defined in the power mismatch between the power

produced by the PV system and the power produced by the utility (active power

mismatch versus reactive power mismatch) at the point of common coupling

(PCC), in which the islanding is not detectable. For further details, refer to

reference [112].

Islanding detection methods may be divided into three categories: passive

methods, active methods, and remote methods [113-115].

- Passive islanding detection techniques are based on monitoring the grid

parameters that typically change during islanding (typically amplitude,

frequency, phase or harmonic of the voltage). Their advantages are easy

implementation, no degradation of the PV inverter power quality, and not

cost effective. Their primary drawbacks are a relatively large NDZ and their

ineffectiveness in multi-inverter systems [116, 117]. The most commonly

used passive islanding detection techniques are [115]:

 Over/under voltage and over/under frequency (OV/UV & OF/UF).

 Phase jump detection (PJD).

 Voltage harmonic monitoring and current harmonic monitoring.

 Rate of change of power output (ROCOP).

 Rate of change of frequency (ROCOF).

- Active techniques inject a small disturbance at the PV inverter output for

islanding detection. With active methods, the NDZ can be significantly

reduced. However, their main drawbacks are the possibility of deteriorating

the output power quality which might destabilize the PV inverter. In addition,

To the need (usually) for additional controllers leading to an increased

complexity [116]. The most popular active islanding detection techniques

are:

 Impedance measurement (IM).

 Sliding mode frequency shift (SMS) or active phase shift (APS).

 Sandia frequency shift (SFS) or active frequency drift with positive

feedback.
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- Remote islanding detection techniques are based on the communication

between the utility and the inverter [117]. This technique does not have

NDZ and does not degrade the power quality in multi-inverter systems. It is

effective but cost effective to implement (especially in small systems) and

has a complicated communication techniques. The common

communication-based techniques are:

 Power line carrier communication (PLCC).

 Signal produced by disconnect (SPD).

 Supervisory control and data acquisition (SCADA).

1.5.3.2. Reconnection:

When the inverter has ceased to energize the utility grid, the inverter should not

reconnect before the frequency and voltage have been maintained within the

specified limits for at least 5 min. After that 5 minutes, the inverter should

automatically reconnect to the utility.

1.6. Grid connected photovoltaic system configurations:

In general, four types of grid-connected PV system configurations are identified

[28, 30]:

- Central plant inverter.

- Multiple string DC-DC converter with single output inverter.

- Multiple string inverter.

- Module integrated inverter.
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Figure 1.26: System configurations: (a) central plant inverter, (b) multiple string

DC-DC converter, (c) multiple string inverter, and (d) module integrated inverter.

The central plant inverter configuration is shown in figure (1.26-a). It consists of

a large inverter which is interfaced between the PV modules and the utility grid to

convert the output DC to AC power. In this system, the PV modules are serially

connected to form a string and several such strings are connected in parallel to

form a single DC bus. The strings produce sufficiently high voltage, and the

parallel connections increase the output current level.

In multiple string DC/DC converter, as shown in figure (1.26-b), each string

have an additional DC-DC converter linked to a common DC bus, and then

feeding a central inverter.

Figure (1.26-c) illustrates the multiple string inverter configuration, which

includes one inverter for each string. The outputs of these inverters are fed directly

into the utility grid. This arrangement is not badly affected by the shading of the

string. It is also not seriously affected by inverter failure.
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In the module integrated inverter system (figure 1.26-d), each module (typically

50–300W) will have a small inverter. It is expected that high volume of small

inverters will bring down the cost.

1.7. Storage devices:

In grid-connected photovoltaic systems, it is not so common to use energy

storage devices. This is due to the fact that the grid can be utilized as an

"unlimited" energy source or sink, thus additional energy storage is unnecessary

[40]. Nevertheless, in some applications temporary storage of the produced

energy might be needed for several reasons. In such case, some extra capacity

might be useful to stabilize the grid during short periods of high power

consumption and to supply critical or sensitive loads during abnormal grid

conditions or blackout.

1.8. Conclusion:

A state of the art of single-phase grid connected photovoltaic systems has been

given and discussed. The grid connected PV system shown in figure (1.20) was

chosen to be considered in this thesis. In this system, the power conditioning unit

used to interface the PV generator and utility grid consists of two-stage full-bridge

voltage source inverter, with both L-filter and LCL-filter. In order to obtain the

desired DC link voltage under any operating conditions, the step-up (boost) DC-

DC converter is used. The inverter operates in the current controlled mode to

ensure a high power-factor and low harmonic distortion in the injected current.

For the control unit, the swarm intelligence-based MPPT and the deadbeat method

are used in the first and the second power stage respectively.

Finally, the DC bus regulation is ensured using a PI controller, the grid

synchronisation is achieved using QSG based PLL technique and (OV/UV &

OF/UF) method is used for anti-islanding detection.
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CHAPTER 2

MAXIMUM POWER POINT TRACKING

2.1. Introduction:

As was mentioned in the first chapter, the overall efficiency of the grid

connected photovoltaic systems, depends primarily on the used control strategy

for tracking the maximum power point in order to extract all or almost all the power

collected by the PV generator.

In this context, this chapter discusses two developed MPPT approaches, which

use the direct control structure, dedicated to the control of one-dimensional and

multidimensional PV systems, respectively. These approaches are based on a

relatively new member of swarm intelligence algorithms, which is the artificial bee

colony algorithm. The two developed MPPT approaches are tested on PV systems

which connect directly the PVGs to a resistive load, to permit a thorough

inspection, while grid connected tests are conducted in chapter 4.

2.2. Direct control structure:

Figure (2.1) shows the block diagram of a conventional structure of MPPT

scheme. Typically, it consists of two independent control loops [27, 118]. The first

one is the voltage control loop that works by comparing the sensed PV voltage

with a reference signal obtained from the MPPT block. The output of this loop is

used as a reference for the second loop (the current control loop). The latter tries

to bring the tracking error to zero at the MPP [27]. Since PI controllers are easy to

design and have a low cost, they are widely used in these loops. However, PI

controllers based approaches present two main drawbacks: slow transient

response and possible undesirable oscillations around the MPP. Specifically, the

PI controller requires enough time to reach steady state operation increasing the

time interval between two successive reference outputs from MPPT controller and

therefore deteriorates the dynamic behaviour [119]. Moreover, the inherent

nonlinearities in the PV power source may cause a severely degradation on the

performance of the PI controller due to improper tuning of its gain parameters

which even lead to instability and a loss of energy from the PVG.
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Alternatively, the MPPT controller can be operated without of control loops as

mentioned above. This control type is known as the direct MPPT control scheme

[120]. Its general block diagram is shown in figure (2.1). Both PI control loops are

eliminated and the duty cycle is directly computed by the algorithm. The general

advantages of the direct control structure can be briefly stated as below:

- A simple tracking structure.

- Significant reduction of the computation time.

- No tuning for the PI controller gains.

In short, it replaces sophisticated MPPT control with a more simplified structure

while maintaining optimal results.

Figure 2.1: Conventional and direct control structures.

2.3. Multidimensional PV System topology:

The power loss due to the partial shading conditions can be minimized if the PV

system is divided into a number of smaller subsystems (see section 1.5. 1. 2. A),

where each one is controlled with its own converter. This mode, known as

multidimensional PV system is shown by figure (2.2-a). However, if the number of

subsystems is too high, it requires a relatively high number of voltage and current

sensors. In order to reduce the cost as well as to solve the problems with
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controlling scheme, the number of sensors should be reduced. Towards this end,

a new configuration shown in figure (2.2-b) is proposed; where a single pair of

voltage and current sensors is sufficient to implement the MPPT scheme.

Therefore, this configuration performs a good compromise between the increase

of the output power of the PV system and the reduction of the number of sensors

needed at the same time. The latter configuration is preferred when applying

swarm intelligence algorithms such as particle swarm optimization, Differential

Evolutionary and Ant Colony Optimization by taking advantage of their capability to

solve multidimensional problems.

Many researchers have used the multidimensional configuration to prove the

effectiveness of their proposed MPPT methods. For example,Miyatake,

Veerachary, Toriumi, Fujii and Ko [121] have evaluated the PSO-based MPPT,

Keyrouz and Georges [122] have proposed the combination of Bayesian Fusion

and PSO and Jiang, Maskell and Patra [123] have evaluated the ACO-based

MPPT. In this chapter, the multidimensional PV System is used to evaluate the

developed ABC-based MPPT techniques.

Figure 2.2: Multidimensional PV system (a) Controlled by multiple controllers;
(b) Controlled by a single controller.
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2.4. MPPT techniques used in comparison tests:

As discussed in section (1.5.1.2), MPPT techniques can be categorized in two

groups: the first group includes conventional techniques, which are applicable only

to track the MPP in photovoltaic systems under uniform irradiance conditions.

While, the second group includes global search MPPT techniques, which can

extract maximum power from photovoltaic systems under varying atmospheric and

partial shading conditions. Within this second group, soft computing algorithms-

based MPPT have emerged as powerful power optimization techniques, in view of

their effectiveness. While, on basis of the convergence rate, the convergence

speed and the implementation simplicity, swarm intelligence-based MPPT

techniques, outperform other soft computing algorithms based techniques [6].

In order to perform comparison tests for the developed techniques with other

MPPT techniques, we had to choose the most popular algorithms. For such needs

P&O from conventional techniques and PSO from swarm intelligence-based

MPPT techniques are chosen and their detailed codes are given here after.

2.4.1. Perturb and observation technique (P&O):

The P&O algorithms are widely used in control of MPPT thanks to their simple

structure and reduced number of necessary measured parameters [6]. Three

techniques have been proposed in the literature for implementing the P&O

algorithm: reference voltage perturbation [124], reference current perturbation

[125], and direct duty cycle perturbation [126].

Direct duty cycle perturbation is the simplest method because it has not need

an auxiliary controller (usually a PI controller) to regulate the output voltage or

current of the PV generator. As the name implies, the concept behind the direct

duty cycle perturbation method is based on observation of PVG output power and

its perturbation by changing the duty cycle (d) of the DC-DC converter. The

algorithm increments or decrements continuously the duty cycle based on the

previous value of power until it reaches the MPP [127]. When dP/dDC>0 and the

duty cycle is perturbed in a specific direction, it’s known that perturbation moves

the operating point of PVG to the MPP, the P&O method will then continue to

perturb the duty cycle in the same direction. When dP/dDC<0, the perturbation

moves the operating point of PVG away from the MPP, then the P&O method
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reverses the direction of the perturbation. Figure (2.3) shows a block diagram for

the direct duty cycle perturbation technique.

Figure 2.3: Flow chart of perturb and observe MPPT algorithm.

2.4.2. Particle swarm optimization (PSO):

Particle swarm optimization (PSO) is a swarm intelligence based optimization

technique developed by Dr. Eberhart and Dr. Kennedy in 1995. It was inspired

from the behaviour of organisms such as a flock of birds and a shoal of fish. PSO

is an optimization method that iteratively tries to improve a candidate solution

(known as particle) with regard to a given measure of quality. These particles

move around in the search-space according to simple mathematical formulae,

exploiting their position and velocity. Each particle is influenced by its own best
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position and the best known positions in the search-space, guided by the

neighborhoods best position. The general idea of particles movement in PSO is

illustrated in figure (2.4).

Figure 2.4: Particles movement in PSO.

The individual particles position is defined by:

( ) ( ) ( )j j
i i ix t 1 x t t 1    (2.1)

Where: ( )ix t is the ith particle at time t, _i bestp is the personal best position of ith

particle at time t, ( )bestg t is the global best position of the swarm at time t and i

represent the velocity component and is calculated by:

_( ) ( ) ( , )( ( ) ( )) ( , )( ( ) ( ))i i 1 i best i 2 best it 1 t C rand 0 1 p t x t C rand 0 1 g t x t       (2.2)

The parameter  is called the inertia weight and controls the magnitude of the

old velocity v in the calculation of the new velocity, whereas 1C and 2C determine

the significance of _i bestp and bestg , respectively.

Since partially shaded P–V curve exhibits multiple peaks, PSO method is

envisaged to be very effective to track the global MPP under this condition. Thus,

several research works have proposed PSO-based MPPT algorithms [79, 80, 128-

130].

To apply the PSO algorithm in MPPT problem to find the global MPP,

parameters of the PSO algorithm need to be specified. These parameters include

the inertia weight, acceleration coefficients, swarm size and maximum iterations.

Then, a solution vector of duty cycles initialized and the algorithm transmits duty
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cycles to the power converter. These duty cycles (represented by x in (2.1) )

serve as the initial particles in the first iteration. All particles are heading towards

their local best position Pbest. Among these particles, one of them is the global

best bestg which gives the best fitness value. After calculating the velocity, which

serves as a perturbation to the duty cycle, a new position of the duty cycle is

found. Through successive iteration all particles move towards global best

position. The detailed pseudo-code of PSO algorithm is given below.

Detailed pseudo-code of the PSO algorithm:
Begin
1: Setting values of the control parameters of PSO algorithm:

inertia weight  ; acceleration coefficients 1C and 2C ;

swarm size N; and maximum iterations number max_generation.
Initialization
2: Set the generation number cycle = 0;

Initialize a population of N particles;
Initialize velocities i of the particles:

Repeat
3: Calculate _i bestp and bestg

4: Evaluate the fitness of particles
5: For each particles {

Calculate its new velocity by using (2.2)
Update its position by using (2.1)

}
6: Increase the generation count: cycle = cycle + 1
Until
7: The stopping criterion is satisfied

2.5. Developed ABC-based MPPT approaches:

Recently, swarm intelligence-based MPPT techniques are envisaged to be very

effective to deal with the MPPT problem. These new MPPT methods offer

significant benefits as: fast convergence speed, reduction in computational effort,

and a compact solution for multivariable problems. However, they may suffer from

some problems such as:

- Algorithm convergence dependence to initial position of agents which gives

a poor convergence rate in some situation (PSO).

- Several algorithm parameters to be determined, which makes these

algorithms inflexible and complex (PSO, ACO).
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ABC is a relatively new member of swarm intelligence techniques. It was

proposed by Karaboga in 2005 [77], based on foraging behaviour, learning,

memorizing and information sharing characteristics of honeybees. Several

research papers have already evaluated the performances of ABC algorithm

against different approaches like PSO, ACO and several other optimization

techniques [131-134]. Their finding states that the main advantages of the ABC

algorithm are its simplicity [135], light computing complexity, high solutions

accuracy [131, 136, 137], convergence independent of the initial conditions [138]

and its ability to deal with local minima [77]. At present, the ABC algorithm has

been successfully applied in distinct fields of science such as electrical

engineering: in power flow optimization and optimal sizing of photovoltaic systems

[139, 140], control engineering: in enhancement of control algorithms [141], image

processing: in block matching techniques [142], mechanical engineering: in

optimization of design approaches [143] and many others.

In this section, a novel ABC-based MPPT with direct control method for PV

systems working under PSC is discussed. With this MPPT control scheme, the

duty cycle is adjusted directly by the algorithm without the need of using a linear

controller (see section 2.2). The proposed MPPT scheme advances the state-of-

the art through the following contributions:

 Excellent tracking capability with a good accuracy.

 No requirement of knowledge about the characteristics of the PVG.

 The use of just two control parameters, allowing great flexibility and

simplicity.

2.5.1. Fundamentals of ABC optimisation algorithm:

The artificial bee colony algorithm is a swarm based algorithm that was

introduced for solving multidimensional and multimodal optimisation problems. The

algorithm is specifically based on the model proposed by Tereshko and Loengarov

[144-146] for the foraging behaviour of honeybee colonies.

In the ABC algorithm, the artificial bees are classified into three groups:

employed bees, onlooker bees and scouts. A bee that is currently searching for

food or exploiting a food source is called an employed bee. A bee waiting in the
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hive for making decision to choose a food source is named as an onlooker.

Employed bees whose food sources cannot be improved through a predetermined

number of trials become scouts and their food sources are abandoned. The

number of food sources is equal to the number of employed bees and also

equal to the number of onlooker bees. Analogously, in the optimization context,

the position of a food source represents a candidate solution of the optimization

problem and the nectar amount of a food source corresponds to the quality

(fitness) of the associated solution.

At the initialisation phase, the ABC generates a randomly distributed initial

population of SN solutions. Each solution is produced within its limits according to

the equation below:

 min max min, ( ) , ,..., , ,...,j j j j
ix x rand 0 1 x x i 1 2 SN j 1 2 D     (2.3)

where min
jx and max

jx represent the minimum and the maximum of the parameter j

and D is the number of optimization parameters.

After initialization, the population of the solutions is subject to repeated cycles

, ,...,C 1 2 MCN , of the search processes of the employed bees, the onlooker bees

and the scout bees.

For each cycle, every employed bee produces new solution ijv according to

equation (2.4) and then evaluates its fitness ifit .

( )ij ij ij ij kjv x x x   (2.4)

where { , ,..., }k 1 2 SN and { , ,..., }j 1 2 D are randomly chosen indexes. Although k

has to be different from i. ij is a random number between [-1, 1].

After the information is shared by the employed bees, each onlooker finds new

solution ijv within the neighbourhood of ix by using equation (2.4), based on the

probability iP defined as:
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(2.5)

where ifit is the fitness value of the solution ix .

The value of each generated candidate solution ijv that is not within the

boundary of the allowed search space is updated so that it will be within this

space.

The fitness of each new produced candidate solution ijv is compared with that of

its old one. If the new solution has an equal or better fitness than the old solution,

it replaces the old one in the memory. Otherwise, the old one is retained in the

memory. In other words, a greedy selection mechanism is employed in the

selection operation between the old and the candidate one.

At the end of each search cycle, if the fitness of a solution cannot be

improved and the predetermined number of trials, which is called ‘‘limit”, is

exhausted, then the solution will be abandoned by scout bee and a new

solution is randomly searched. The new solution ix will be generated using

equation (2.3).

It is clear, from the above explanation, that there are three control parameters in

the basic ABC: the number of candidate solutions which is equal to the number of

employed and onlooker bees SN, the value of “limit” and the maximum cycle

number MCN.

The detailed pseudo-code of the ABC algorithm is given below:
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Detailed pseudo-code of the ABC algorithm:
Begin
1: Setting values of the control parameters of ABC algorithm:

the number of employed and onlooker bees SN; the value of limit;
the maximum cycle number MCN.

Initialization
2: Set the generation number cycle = 0;

Generate the initial solutions , , ,...,ix i 1 2 SN using equation (2.3)

3: Evaluate the fitness ( ifit ) of the population

Repeat
4: For each employed bee {

Produce new solution iv using equation (2.4)

Calculate the value ifit

Apply the greedy selection process }

5: Calculate the probability values iP for the solutions ix by equation (2.5)

6: For each onlooker bee {
Select a solution ix depending on ip

Produce new solution iv by using equation (2.4)

Calculate the value ifit

Apply the greedy selection process }
7: If there is an abandoned solution for the scout Then replace it with a new

solution which will be randomly produced using equation (2.3)
8: Memorize the best solution achieved so far
9: cycle = cycle + 1
Until
10: The stopping criterion is satisfied

2.5.2. Application of ABC to the MPPT problem:

The ABC-based optimization described in section (2.5.1) is now applied with a

slight change made in the scout bees phase, to realize the MPPT algorithm for

Photovoltaic Generation System (PGS) operating under PSC with direct control

technique.

To realize the direct control ABC-based MPPT, each candidate solution is

defined as the duty cycle value d of the DC-DC converter, so the

optimization problem has one parameter to be optimized ( D 1 ). Thus, equations

(2.3) and (2.4) become:

 min max min, ( )id d rand 0 1 d d   (2.6)

_ ( )i i i i knew d d d d   (2.7)



69

The fitness of each solution (duty cycle) is chosen as the generated power Ppv of

the PGS. Then equation (2.5) becomes:

i
i SN

i
n 1

Ppv
P

Ppv





(2.8)

To evaluate the duty cycles, the digital controller successively outputs the

PWM signal according to the value of id , and then the PV voltage iVpv and

current iIpv can be measured and the corresponding power ( iPpv ) of each duty

cycle id can be calculated. It should be noted that in order to acquire correct

samples, the time interval between two successive duty cycle evaluations (Ts)

has to be greater than the power converter settling time.

In the original ABC algorithm, at the end of each search cycle the abandoned

solution that has not improved its fitness over a predetermined number of cycles

(limit) is replaced by a new randomly chosen solution. If this strategy is used in the

MPPT algorithm, the stopping criterion stops the search process before the limit

cycle be reached, because the power Ppv remains unchanged (premature

convergence). Thus, a very important phase that gives ability to the algorithm to

escape from local minima is eliminated. In this work a different strategy for the

scout bees’ phase is proposed to avoid that problem, which consists in replacing

the duty cycle giving less power at the end of each search cycle, by another

randomly chosen value.

The application procedure of the proposed method can be divided in four phases:

- Initialisation phase:

Set the algorithm parameters by including the number of candidate solutions SN

, the maximum cycle number MCN and the control period Ts. Then, a randomly

distributed initial SN duty cycles are generated using equation (2.6) and evaluated.

( , ,..., )id i 1 2 SN

- Employed bees phase:

The employed bees duty cycles are updated using (2.7) and then evaluated.

Then, the greedy selection process is applied and the probability value iP for each

duty cycle id using equation (2.8) is calculated.
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- Onlooker bees phase:

The roulette wheel selection is used to recruit the onlooker bees for local

searching around the chosen duty cycle value which is depending on the

calculated probability iP . The new duty cycles are evaluated and then the greedy

selection process is applied.

- Scout bees phase:

Equation (2.7) is used to replace the duty cycle giving less power with the new

randomly chosen duty cycle. The fitness of the generated duty cycle is then

evaluated.

At the end of each search cycle, the algorithm memorizes the best solution

achieved so far and repeats the procedure from the employed bees phase until the

Maximum Cycle Number (MCN) is reached or until the power value remains

unchanged within a specified number of cycles.

Usually, the real working environment of the PV system is always changing due

to the varying weather conditions, and as a result, the global MPP is always

changing. This requires the MPPT algorithm to have the ability to search for a

global MPP for the new weather condition. For this purpose, the search process

has to restart with a total re-initialization whenever the weather conditions are

changed. Here, we use the following strategy to detect these changes:

| |
(%)new last

last

Ppv Ppv
Ppv

Ppv


  (2.9)

The search process of a new MPP will be executed again whenever the

inequality, given above, is satisfied. This ensures that the MPPT algorithm can

always find the global MPP under various working environmental conditions.

The flowchart of the proposed ABC-based MPPT algorithm of PV systems is 

shown in figure (2.5).
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Figure 2.5: Flowchart of the proposed ABC-based MPPT with direct control

technique for PV system.
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2.5.3. ABC-based MPPT for multiple photovoltaic arrays:

The novel ABC-based MPPT described in section (2.5.1) is now adapted to

control a multidimensional (modular) configuration of PV arrays, where the duty

cycles of DC-DC converters are regarded as the control variables to maximize the

power output (load power), each candidate solution is defined as a vector of duty

cycle values j
id of DC-DC converters, so equations (2.3) and (2.4) become:

 min max min, ( ) , ,..., , ,...,j j j j
id d rand 0 1 d d i 1 2 SN j 1 2 D     (2.10)

_ ( )ij ij ij ij kjnew d d d d   (2.11)

where m in
jd and max

jd represent the minimum and the maximum limit of the duty

cycle search range of the converter j and D is the number of PV subsystems.

The fitness of each solution (duty cycles vector) is chosen as the load power Pload

. Then Equation (2.5) becomes:

i
i SN

i
n 1

Pload
P

Pload





(2.12)

2.6. Simulation results:

In this simulation study, a co-simulation methodology combining

Matlab/Simulink and Psim environments has been adopted to assess the

feasibility and the effectiveness of the proposed MPPT algorithms. The PV arrays

and the boost converter were implemented in Psim environment while the MPPT

algorithms were implemented in Matlab/Simulink environment. Comparisons of

the proposed algorithm against P&O and PSO-based MPPT, under dynamic

weather conditions, were also performed.

The parameters of the used PV modules are listed in Table 2.1.



73

Table 2.1: Parameters of the used PV modules (BP SX 80).

Parameter Value

maximum power 80W

open circuit voltage 21 V

maximum power voltage 16.8 V

short circuit current 5.17 A

maximum power current 4.75 A

temperature coefficient -0.080 V/°C

configuration 2s1P (2 bypass diodes)

The step-up (boost) DC-DC converters chosen for interfacing between the PVG

and the resistive load have been designed and rated in appendix D. The rated

values found are presented in the table below:

Table 2.2: DC‐DC converters component' values and operating conditions.

Component/Parameter Value

Input capacitor 220 uF

Boost inductor 2 mH

Output capacitor 220 uF

Switching frequency 20 kHz

Maximum input voltage 51.1 V

Maximum input current 5.17 A

Maximum output voltage 126.5 V

Maximum output current 1.26 A

The control period should be set as low as possible without causing instability in

the system, which can be done by considering the dynamic step response of the

system. The system must be allowed to reach a new steady state condition before

the next perturbation (or be within a certain limit of the new steady state condition).

The mathematical background for optimizing the control period of MPPT

algorithms is presented in [147]. In this simulation study the control period has

been chosen equal to 0.05s ( 0.05Ts s ).
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2.6.1. ABC-based MPPT for a single photovoltaic array:

The 160-W system, given in figure (2.6), is implemented and used to evaluate

the performance of the proposed MPPT algorithm.

This system consists of two PV module connected in series, a boost converter

and a digital controller in which the MPPT algorithms under test are implemented.

Figure (2.7) shows the implemented Simulink model, and figure (2.8) shows the

Psim circuit of the boost converter and the PV array, where two bypass diodes

protecting eighteen cells in each module are considered.

Figure 2.6: System block diagram.

Figure 2.7: Implemented simulink model.
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Figure 2.8: Psim circuit of the PV array and the boost converter.

2.6.1.1. Parameterization of the ABC algorithm:

In the proposed MPPT algorithm, the number of candidate solutions ( SN )

influences the convergence speed and the tracking performance of the algorithm.

More bees makes it easier to find the global MPP with a good accuracy, but more

time will be required. Less bees gives a fast convergence, but the convergence

rate could be unsatisfactory. Therefore, a trade-off between fast convergence

speed and the convergence rate should be achieved when choosing the number

of candidate solutions SN . Figure (2.9) shows the relationship between the

number of candidate solutions ( SN ) and the convergence rate for all cases

investigated in the simulations. The relationship between the number of candidate

solutions ( SN ) and the average convergence time is shown in figure (2.10). Since

our objective for the MPPT algorithm is to get fast convergence with a high

convergence rate, SN has been chosen equal to 3. The maximum cycle number is

set to 30 cycles; the largest number reached in these tests is 15 cycles.
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Figure 2.9: Relationship between the number of candidate solutions ( SN ) and

convergence rate.

Figure 2.10: Relationship between the number of candidate solutions ( SN ) and

the average convergence time.

According to these obtained results, the parameters values of the implemented

ABC-based MPPT algorithm are: SN=3 bees and MCN = 30 cycles.
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2.6.1.2. Power tracking with various shading patterns:

A simulation study was carried out to validate the ability of the proposed ABC-

based MPPT to track the global MPP under steady and transient shading patterns.

Since it is very difficult to test all the non-uniform irradiance conditions, only some

shading patterns are considered in the study. The four used shading patterns

(SPs) are listed in Table 2.3. For SP1, the irradiance on all the PV sub-modules is

uniform; as a result, only one peak appears in the P-V characteristic curve. For

SP2 there are two peaks, while for SP3 and SP4 there are three peaks.

Table 2.3: Considered shading patterns.

Pattern N°.
Shading pattern [Gpv11, Gpv12, Gpv21, Gpv22]

(W/m2)
SP1
SP2
SP3
SP4

[1000, 1000, 1000, 1000]
[1000, 500, 1000, 1000]
[1000, 700, 100, 1000]
[1000, 500, 100, 1000]

Table 2.4: Performance of the proposed ABC-based MPPT under various
shading patterns.

Pattern N° Ideal output power (W)
Output power
obtained (W)

SP1
SP2
SP3
SP4

159.652
117.896
88.948
74.140

159.380
116.568
88.377
73.976

For each of the above four cases, the ABC-based MPPT algorithm is executed

1000 times. The ideal power values and the average values of the extracted

power are shown in table 2.4. It is shown that the proposed ABC-based MPPT is

able to successfully track the global MPP. In fact, the extracted power is very close

to the ideal power in all cases. The distribution of the average values of the

extracted power from the PV modules, over the shading patterns, is shown in

figure (2.11). The results obtained indicate that the effectiveness of the proposed

method is not affected by the initial conditions of the search process. The ability to

find the global MPP for the new weather conditions is very important. In order to

illustrate the tracking ability of the proposed ABC-based MPPT algorithm under

transient irradiance conditions, we have considered three cases – Case 1: SP
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changes from SP1 to SP2; Case 2: SP changes from SP1 to SP3, and Case 3: SP

changes from SP1 to SP4. The power, the voltage, the current transient

characteristics and the corresponding duty cycle for Cases: 1, 2 and 3 are shown

in figures (2.12-2.14), respectively. The weather conditions change detection value

( (%)Ppv ) is set to 2 %. It can be seen that when the shading pattern changes

from a uniform condition to a partially shaded condition at 8 s, the proposed MPPT

algorithm can find the global MPP for the new shading pattern.

Figure 2.11: Power extracted by the ABC-based MPPT algorithm

for the four different shading patterns.
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Figure 2.12: Shading pattern SP1 to shading pattern SP2.

Figure 2.13: Shading pattern SP1 to shading pattern SP3.
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Figure 2.14: Shading pattern SP1 to shading pattern SP4.

2.6.1.3. Comparison of the proposed MPPT with PSO based

approach:

This comparative study is performed with the PSO based-MPPT approach

proposed in [130]. The parameter settings of the implemented PSO-based MPPT

algorithm are listed in table 2.5. The detection parameter value of the weather

conditions change ( (%)Ppv ) is set to 2 % for both algorithms.

First, the comparison is carried out on the basis of three statistical indicators,

given in table 2.6. Thus, both algorithms are executed 1000 times for each

shading pattern given in Table 2.4. It can be noticed that the ABC based-MPPT

algorithm gives better performance, in term of number of successful convergence,

when the PV array working under PSC. However a slight difference with respect to

the accuracy and the average convergence value is reported where the ABC

based-MPPT algorithm has a slow convergence speed toward the GMPPT

compared to the PSO based-MPPT algorithm.
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Table 2.5: PSO Algorithm parameters used in the study.

Parameter Symbol Value

number of particles
maximum cycle number

inertia weight
cognitive coefficient

social coefficient

N
max_generation

w
c1
c2

6
30
0.4
1.2
1.6

Table 2.6: Comparison between the ABC and the PSO based MPPT algorithms
under different shading patterns.

Pattern N°/
Algorithm

Number of successful
convergence (%)

Accuracy
(%)

Average
convergence cycle

SP1
ABC 99.80 99.83 9.39
PSO 99.20 99.66 7.95

SP2
ABC 97.70 98.87 9.57
PSO 90.20 99.06 8.41

SP3
ABC 96.70

87.10
99.36
98.22

10.32
9.22PSO

SP4
ABC 95.60

78.40
99.78
98.56

10.27
9.17PSO

The second comparison study is based on the real daily power production of the

PV array subject to non-uniform daily irradiation. For this purpose, the simulation

was carried out using real weather profiles of a typical Algerian sky. Figure (2.15)

gives the chosen temperature and four irradiance daily profiles in order to be

applied to each PV sub-module.
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Figure 2.15: Fourteen hour typical Algerian daily profiles of irradiance and

temperature (6.00 am–8.00 pm).

Figure (2.16) reports the simulation results for the extracted power using ABC,

PSO and P&O-based MPPT controllers when irradiance and temperature profiles

shown in figure (2.15) are used. The data were recorded with a sampling period of

3 minutes. It can be clearly seen that for the whole profile of 24 h, MPP tracking

performed by the proposed method is extremely accurate compared with both

PSO-based method and P&O algorithm. The proposed method yields an average

power of 2.28% more than the PSO-based method; This is due to the partial

shading condition periods which can trap the PSO-based optimization algorithm in

local minima. The P&O power tracking method show lower generated energy

compared with that of the stochastic search techniques (ABC, PSO). This is

mainly due to the inherent inability of the algorithm to identify the global optimum

point when the power curve exhibits multiple local MPPs. This is more clearly

highlighted in the bar-graph of figure (2.17), in which the hourly array yield (YA) is

reported. The latter is defined as the hourly power output of the PV array divided

by the peak power of the installed PV array, given by:

1

_ peak

/
n

PVarray
n

A

PVarray

P n

Y
P



(2.13)

where n is the samples number and _ peakPVarrayP is the peak power of the installed

PV array.
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Figure 2.16: Simulation results for the 14 h (6.00 am–8.00 pm) Algerian profiles

(extracted powers).

Figure 2.17: Hourly array yield.

2.6.2. ABC-based MPPT for multiple photovoltaic arrays:

The 320-W system, given in figure (2.18), is implemented and used to evaluate

the performance of the proposed MPPT algorithm for multiple photovoltaic arrays.

This system consists of two strings of two PV modules connected in series, tow

DC-DC converters one for each string and a digital controller in which the MPPT

algorithms under test are implemented. Figure (2.19) shows the implemented
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Simulink model, and figure (2.20) shows the Psim circuit of the boost converter

and the PV generator, where two bypass diodes protecting eighteen cells in each

module are considered.

Figure 2.18: System block diagram.

Figure 2.19: Simulink model of the proposed MPPT algorithm.



85

Figure 2.20: Psim circuit of PV arrays and boost converters.

2.6.2.1. Parameterization of the ABC algorithm:

Figure (2.21) shows the relationship between the number of candidate solutions

( SN ) and the convergence rate for all cases investigated in the simulations. The

relationship between the number of candidate solutions ( SN ) and the average

convergence time, when Ts is chosen equal to 0.05s, is shown in figure (2.22).

Following the same procedure outlined in section (2.6.1.1), SN has been chosen

equal to 4. The maximum cycle number is set to 30 cycles.

Figure 2.21: Relationship between the number of candidate solutions ( SN ) and the

convergence rate.
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Figure 2.22: Relationship between the number of candidate solutions ( SN ) and

the average convergence time.

2.6.2.2. Power tracking with various shading patterns:

A simulation study was carried out to validate the ability of the proposed ABC-

based MPPT algorithm to track the global MPP under steady and transient

shading patterns. The three used shading patterns (SPs) are listed in table 2.7 and

showed in figure (2.23).

Table 2.7: Considered shading patterns.
Pattern N° Shading pattern [Gpv11, Gpv12, Gpv21, Gpv22]

(W/m2)
SP1
SP2
SP3

[1000, 1000, 1000, 1000]
[1000, 1000, 1000, 250]
[250, 1000, 1000, 100]
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Figure 2.23: Load power versus Duty cycles.

For each of the above three cases, the ABC-based MPPT algorithm is executed

1000 times. The ideal power values and the average values of the extracted

power are shown in Table 2.8. It is shown that the proposed ABC-based MPPT is

able to successfully track the global MPP of the multiple photovoltaic arrays. In

fact, the extracted power is very close to the ideal power in all cases.
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Table 2.8: Performance of the proposed ABC-based MPPT under various

shading patterns.

Pattern N°. Ideal output power (W)
Output power
obtained (W)

SP1
SP2
SP3

321.03
237.53
145.43

319.08
235.47
144.45

The ability to find the global MPP for the new weather conditions is very

important. In order to illustrate the tracking ability of the proposed ABC-based

MPPT algorithm under transient irradiance conditions, we have considered two

cases:

– Case 1: SP changes from SP1 to SP2.

- Case 2: SP changes from SP1 to SP3.

The power, the voltage and the current transient characteristics and the

corresponding duty cycles for cases 1 and 2 are shown in figures (2.24) and

(2.25), respectively. The weather conditions change detection value ( (%)Ppv ) is

set to a value of 2 %. It can be seen that when the shading pattern changes from a

uniform condition to a partially shaded condition at 10 s, the proposed MPPT

algorithm can find the global MPP for the new shading pattern.
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Figure 2.24: Shading pattern SP1 to shading pattern SP2.

Figure 2.25: Shading pattern SP1 to shading pattern SP3.
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2.6.2.3. Comparison of the proposed MPPT with PSO based

approach:

The purpose of this study is to compare the new ABC-based MPPT algorithm

with PSO-based MPPT algorithm proposed in [121]. The parameter settings of the

implemented PSO-based MPPT algorithm are listed in table 2.9. This comparison

is carried out using three criteria and executing both MPPT algorithms 1000 times

for each one of the shading patterns given in table 2.10. From table 2.10, it can be

seen that the ABC algorithm is a good choice, in terms of the number of

successful convergence, for the MPPT purpose under PSC. There is a slight

difference in the accuracy and the average convergence cycle values obtained by

these two methods.

Table 2.9: PSO Algorithm parameters used in the study.
Parameter Symbol Value

number of particles
maximum cycle number

inertia weight
cognitive coefficient

social coefficient

N
max_generation

w
c1
c2

8
30
0.4
1.2
1.6

Table 2.10: Comparison between the ABC and the PSO based MPPT algorithms
under different shading patterns(Successful convergence).

Pattern
N°

Algorithm
Successful

convergence
test (%)

Average
extracted
Power (w)

(Successful
convergence)

Accuracy
Average
converge
nce cycle

PS1
ABC 100

100
319.08
320.57

99.39
99.86

13.94
11.48PSO

PS2
ABC 95.3

77.1
235.47
237.08

99.13
99.85

13.87
11.03PSO

PS3
ABC 90.5

64.6
144.45
145.16

99.32
99.82

12.24
10.26PSO

To show further the effectiveness of the proposed method, in real environmental

condition, a simulation study is conducted using real weather profiles of a typical

Algerian sky. Figure (2.26) gives the chosen temperature and four irradiance daily

profiles in order to be applied to each PV module.
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Figure 2.26: Typical Algerian daily profiles of irradiance and temperature.

Figure (2.27) shows the simulation results for the extracted and the mean power

using the ABC and PSO methods when the real irradiance and temperature

profiles shown in figure (2.26) are used. The data are recorded with a sampling

period of 3 minutes. It can be clearly seen that for the whole profile of 24 h, MPP

tracking performed by the proposed method is extremely accurate compared with

both PSO-based method and P&O algorithm. The proposed method yields an

average power of 3.58% more than the PSO-based method; This is due to the

partial shading condition periods which can trap the PSO-based optimization

algorithm in local minima. The P&O power tracking method shows lower

generated energy compared with that of the stochastic search techniques (ABC,

PSO). This is mainly due to the inherent inability of the algorithm to identify the

global optimum point when the power curve exhibits multiple local MPPs. This is

more clearly highlighted in the bar-graph of figure (2.28), in which it is reported the

hourly array yield (YA).
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Figure 2.27: Simulation results for the 24 h (00:00 – 00:00) Algerian profiles.

Figure 2.28: Hourly array yield.

2.7. Conclusion:

This chapter presents a fairly exhaustive study covering our developed

techniques based on a relatively new member of stochastic algorithms, the

Artificial Bee Colony algorithm.
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In a first part, we discussed a consistent analysis of the direct control structure

and the multidimensional PV system topology used in our developed techniques.

MPPT techniques used in comparison tests were also discussed in detail.

In the second part, the feasibility and the effectiveness of the proposed

algorithm were investigated by considering various shading patterns on a PV

system and also by using real monitored irradiance and temperature profiles. The

simulation results have shown that, compared to conventional MPPT techniques –

P&O , the proposed ABC-based MPPT algorithm provides better performance to

find the global MPP under various shading conditions. As a result, it ensures to

extract more power from the PV generator. Compared to the recent popularly used

techniques – PSO-based MPPT, it provides better tracking performance in finding

the global MPP. In addition, it shows some advantages over the PSO-based

MPPT. For instance, the proposed control algorithm requires only two control

parameters and its convergence is not dependent on the initial conditions. This

algorithm provides another optional tool to maximize the injected power in grid

connected PV systems.
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CHAPTER 3

GRID-CONNECTED INVERTER CONTROL

3.1. Introduction:

As was mentioned in the first chapter, in grid-connected photovoltaic systems, it

is necessary to have low levels of total harmonic distortion at the inverter output

and a very good power factor, close to unity, so it is imperative to design a high

performance controller for the inverter. To this end, many advanced control

techniques have been developed.

Due to its good performance and simplicity, deadbeat control appears as an

attractive way for the control of grid-connected inverter. However, conventional

deadbeat controllers suffer from the presence of two delays; the first is inherent to

the deadbeat control algorithm and causes a steady-state error, and the second

arises when the algorithm is implemented in a DSP-based platform and has more

serious consequences. It affects the system stability and leads to the appearance

of ripples and phase shift in the output current.

In this chapter, an improved and an efficient version of the well-known deadbeat

control algorithm suitable for DSP-based platform implementation is proposed to

avoid both aforementioned delays. The control problem is considered for an

inverter with an output L-filter and an output LCL-filter.

3.2. System Description:

The basic scheme of the grid-connected DC/AC pulse-width modulated (PWM)

converter used in this study is shown in figure (3.1) [148], which is a current-

controlled voltage source converter. Two type of output filter are considered (L-

filter and LCL-filter). The low-pass inductance filter (figure 3.2-a) is commonly used

in low-power applications to cancel high frequency ripples of current; while the

LCL-filter (Figure 3.2-b) is used for low-frequency switching and high-power

applications [149].
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Figure 3.1: Grid-connected system.

Figure 3.2: Considered filters: (a) L-filter and, (b) LCL-filter.

3.3. Deadbeat Control Algorithm “Classical Approach”:

Predictive control appears as an attractive control of power converters due to its

fast dynamic response [150]. Several control algorithms have been presented

under the name of predictive control, as presented in [151]. The most well-known

scheme is deadbeat control. At present, it has been successfully applied in the

control of inverters [152-159], rectifiers [160], active filters [161], uninterruptible

power supplies (UPSs) [162, 163], etc.

Hereafter, the derivation procedures of the traditional deadbeat control

approach applied to the grid-connected inverter are presented for both output

filters (L-filter and LCL-filter).
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3.3.1. Inductive filter case:

According to figures (3.1 and 3.2-a), the output current is related to the output

voltage of the inverter and the utility grid voltage by the following equation:

( )
( ) ( )L

0 grid

dI t
L U t U t

dt
  (3.1)

where L is the filter inductance, ( )LI t is the current in inductance L (the

injected current), ( )gridU t is the grid voltage, and ( )0U t is the inverter output

voltage.

The discrete form of equation (3.1) is given by the following expression:

( ) ( ) ( ) ( )L L 0 grid

T T
I k 1 I k U k U k

L L
    (3.2)

where T is the sampling period.

The pulse width of the DC voltage at the output terminals of the H-bridge

denoted by ( )T k is assumed to be centered at each switching cycle, as shown in

figure (3.3).

Figure 3.3: Pulse-width pattern.

When ( )0U t is replaced by * ( )dU T k , Equation (3.2) can be rewritten as

follows:

( ) ( ) ( ) ( )L L d grid

T T
I k 1 I k T k U U k

L L
     (3.3)
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In the traditional deadbeat control, at each control period k , the current

( )LI k 1 is replaced with the reference current * ( )LI k , then duty cycle ( )T k ,

which allows bringing the injected current LI to its reference *
LI , is given by:

*( ( ) ( ) ( ))
( )

L L grid

L
I k I k U k

TT k
Ud

 
  (3.4)

3.3.2. LCL-filter case:

Although the LCL-filter has higher filtering capability than the simple L-filter, it

does not allow a direct control of injected current. In this topology, a nearly sine

wave current to be injected into the utility grid is obtained by controlling the

capacitor voltage. So according to the circuit of figure (3.2-b), the output current is

given by:

( ) ( )( ) C gridL2

2

V t U tdI t

dt L


 (3.5)

where 2L is the interconnection inductance, ( )L2I t is the current in inductance

2L (the injected current), and ( )CV t is the capacitor voltage.

The discrete form of equation (3.5) is written as:

( )( )
( ) ( )

gridC
L2 L2

2 2

TU kTV k
I k 1 I k

L L
    (3.6)

As mentioned above, the current ( )L2I k 1 in equation (3.6) is replaced by the

reference current * ( )L 2I k . The capacitor voltage reference * ( )CV k needed to let the

injected current ( )L2I k be equal to its reference current * ( )L 2I k is then given by:

* *( ) ( ( ) ( ) ( ))2
C L2 L2 grid

L
V k I k I k U k

T
   (3.7)

To apply the deadbeat control algorithm allowing the calculation of * ( )CV k , the

discrete-time state equations of the power plant (figures 3.1 and 3.2-b) are

described below:

( )
( ) ( )

dX t
AX t BU t

dt
  (3.8)



98

Where

1

2

1
0 0

L

1 1
A 0

C C

1
0 0

L

 
 
 

 
  
 
 
 
 

;

( )

( ) ( )

( )

L1

c

L2

I t

X t V t

I t

 
   
  

;

1

2

1

L 0

B 0 0

0 1

L

 
 
 

  
 

 
  

;
( )

( )
( )

0

grid

U t
u t

U t

 
  
 

;

The discrete form of this representation can be obtained using the following

equation:

( ) ( ) ( )X k 1 X k u k    (3.9)

where

exp( ) ... ...
! !

2 2 n nA T A T
AT 1 AT

2 n
        ;

... *
! !

2 n 1 nA T A T
IT B

2 n


 
    
 

;

( )

( ) ( )

( )

L1

c

L2

I t

X t V t

I t

 
   
  

;
( )

( )
( )

0

grid

U t
u t

U t

 
  
 

;

For n 3 , it can be written from equation (3.9):

( ) ( ) ( ) ( ) ( ) ( )C 21 L1 22 C 23 L 2 21 0 22 gridV k 1 I k V k I k U k U k          (3.10)

When , ,21 22 23   and ,21 22  are the second line elements of the matrix  and

 , respectively.

In equation(3.10), replacing ( )CV k 1 by * ( )CV k and ( )0U t by * ( )dU T k , the

required pulse width ( )T k is obtained as follows:
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*( ) ( ) ( ) ( ) ( )
( )

C 21 L1 22 C 23 L2 22 grid

21 d

V k I k V k I k U k
T k

U

   



   
  (3.11)

Equation (3.11) denotes the implicit manner of controlling the injected current by

direct control of the capacitor voltage ( )CV k using a deadbeat controller.

3.4. Drawbacks of the Traditional Deadbeat Control Algorithm:

In the traditional deadbeat control algorithm, besides the delay introduced by

the control law used to compute the duty cycle, another delay is introduced when

implementing this algorithm in a DSP-based platform. These delays affect the

system stability and give rise to current ripples and phase shift between the

injected current and the grid voltage [152, 153, 155, 164, 165].

3.4.1. Phase Delay Caused by Control Algorithm:

As is illustrated in figure (3.4), the first delay of one control period is created by

the control algorithm itself and is due to the fact that the current ( )LI k 1 is

replaced by the reference current * ( )LI k (L-filter case), and the current ( )L2I k 1

and the capacitor voltage ( )CV k 1 are replaced by * ( )L 2I k and * ( )CV k , respectively

(LCL-filter case). Thus, the injected current ( )I k is phase shifted by one control

period to its reference *( )I k .

Figure 3.4: Time delay of traditional deadbeat algorithm.

3.4.2. Phase Delay Caused by DSP Implementation:

The second delay is due to the internal architecture of DSP. Indeed, when using

a DSP, the PWM signal is generated by comparing the values of two specific

registers. The content of the register containing the duty cycle value should not be



100

modified during the current control period. Since the pulse width is limited by the

time that the sampling and the computing operations take, the obtained duty cycle

cannot be applied at the current control period. To overcome this difficulty, the

duty cycle computed value is written to the shadow register of the DSP during the

current control period, and it is automatically written to the comparison register at

the beginning of the next control period [156]. Hence, the duty cycle value

computed at the current control period will not be effective until the next control

period, as shown in figure (3.5). This leads to a shift of one control period, and

then much higher ripples will appear in the injected current.

Figure 3.5: Time delay due to DSP implementation.

Much research has proposed several solutions to deal with the aforementioned

delays: using state observers, delay compensators, or prediction algorithms. In

[154, 155], the authors introduced state observers to estimate the future samples

of the required variables for computing the pulse width of the next control cycle.

The resulting algorithm becomes more complicated, and its performance depends

on the accuracy of the used observers. To decrease the control delay of the

deadbeat control algorithm, Zeng et al in [159], presented a new solution that uses

a dual-timer sampling scheme to properly arrange the sampling timing. This

method requires a high-speed analog-to-digital converter (ADC) and an optimized

code of the control algorithm. A control algorithm that allows computing the

switching duty cycle of photovoltaic grid-connected inverter in advance was

proposed by Yang et al. [156]. It combines the deadbeat technique and the based

Taylor formula prediction algorithm. In this algorithm, several equations with long

regressors are used to predict each state variable that can significantly increase
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the computation time and the required memory space. A method that can

overcome the shortcoming of complicated dynamic phase angle compensation in

a three-level grid-connected inverter was proposed in [158]. This approach, based

on a dual-timer sampling scheme, uses a prediction method to estimate the future

values of the required variables and requires a high-speed ADC. Other versions of

deadbeat control that use neural networks and fuzzy logic as sinusoidal predictors

have also been developed [165, 166]. Such prediction models are complex and

require an excessive computation.

3.5. Proposed method for deadbeat controller improvement:

As showed in the previous section, the conventional deadbeat controller suffers

from the presence of two delays. In this section, the based prediction algorithm

that allows overcoming this drawback is given.

To eliminate the delay caused by the control law used to compute the duty

cycle, the one-control-period-ahead predicted values of *( )I k (i.e. *( )I k 1 ) are

used as reference rather than the actual values of *( )I k . Hence, the delay due to

the deadbeat control algorithm will be cancelled, and the injected current ( )I k will

be equal the actual reference *( )I k , as shown in figure (3.6).

Figure 3.6: Time Correction of inherent deadbeat controller delay.

On the other hand, to eliminate the delay created when implementing the

algorithm in a DSP board, computing of the duty cycle T of the ( )thk 1 control

period must be anticipated within the thk control period. Hence, the state variables

values at the ( )thk 1 sampling instant, upon which the duty cycle depends, must
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be predicted during the thk control period. Regarding the statement concerning the

cancelation of the delay due to the deadbeat algorithm, the injected current must

follow the two-control-period-ahead shifted reference current *( )I k 2 .

As shown in figure (3.7), the main difference between the conventional and

improved approaches resides on the added prediction block. This allows

computing the duty cycle ( )T k 1  at the thk control period by using an

appropriate reference current and applying it in its ( )thk 1 control period.

Figure 3.7: Main difference between conventional and improved
approaches.

Unlike the already-proposed deadbeat control techniques that use complex and

time-consuming prediction models [155-159, 165, 166], the strong point of the

proposed approach is the simplicity of its prediction model, which is linear and its

coefficients are estimated off-line. These features are made possible by exploiting
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prior knowledge of the shapes of the state variables. In fact, these variables can

be classified into three categories.

 The reference variables are pure sinusoidal signals, which are real, centred,

and stationary. So, they are predictable signals with a second-order

recurrence relationship given in equation (3.12) [167]:

ˆ( ) ( ) ( )0 1x k 1 a x k a x k 1    (3.12)

where 0a and 1a are the parameters to be estimated.

 The values of the controlled state variables at the  
th

k 1 sampling time are

estimated by using their reference values and the resulting error of the

previous estimation. Thus, it is assumed that the value of the state variable

at the  
th

k 1 sampling instant will be equal to its reference value in the

same instant (   *ˆ ( )  x k 1 x k 1 ), and then the prediction error in the

previous sampling instant k is compensated to avoid error accumulation.

This is given by the following equations:

*

*

ˆ( ) ( ) ( )

( ) ( ) ( )

x k 1 x k 1 e k

e k x k x k

   

 
(3.13)

 The measured state variables have a disturbed sinusoidal shape, such as

the grid voltage. Nevertheless, the values of their next samples can be well

considered as a linear combination of their previous values. Since, in a grid-

connected system, the sampling frequency is usually high enough, the state

variables can be considered as changing linearly. Consequently, a linear

extrapolation from previous values can be used [165, 168]. Hence, the

prediction model given by equation (3.12) is a good choice to estimate the

future values of these state variables.

Based on these points, a prediction model that uses a single equation to

predict the values of all the state variables needed in computing the duty cycle

value that allows avoiding the aforementioned time delays is developed. The

variables to be predicted are gathered, according to their category, in table 3.1.



104

Table 3.1: Variables categories.

Filters
Reference
variables

Controlled
state

variables

Measured
state

variables

L

 *LI k 1

 *LI k 2
( )LI k 1 ( )gridU k 1

LCL
 *L2I k 1

 *L2I k 2

( )L 2I k 1

( )cV k 1

( )gridU k 1

( )L1I k 1

The estimation procedure of the prediction model coefficients given in equation

(3.12) using the recursive least-square (RLS) algorithm is illustrated in figure (3.8).

The Recursive least squares is an adaptive filter which recursively finds the

coefficients that minimize a weighted linear least squares cost function relating to

the input signals.

Since all the state variable shapes are sine wave, the results of parameters

estimation will be the same as that seen in figure (3.9), where:

  sin( * * * )x k 2 50 k (3.14)

Figure 3.8: Procedure for parameters estimation.
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Figure 3.9: Parameters evolution.

Simulation results of a pure and disturbed sine waves prediction have shown

the good accuracy of the chosen model (figures 3.10 and 3.11).

Figure 3.10: Prediction of a purely sinusoidal signal.
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Figure 3.11: Prediction of a distorted sinusoidal signal (THD . %50 8 55 ).

The developed algorithm of the improved deadbeat control has been tested on

the two output filters of the grid connected inverter—the L-filter and the LCL-filter.

3.5.1. Inductive filter case:

Applying the methodology explained in Section (3.5) on the deadbeat controller

when using an inductive filter, equation (3.4), which gives the expected pulse

width, becomes:

 
      *ˆ ˆ ˆ

L L grid

L
I k 2 I k 1 U k 1

TT k 1
Ud

    
   (3.15)

where the prediction of measured, controlled, and reference state variables are

given below:

     ˆ
grid 0 grid 1 grid

U k 1 a U k aU k 1    (3.16)

   

     

*

*

ˆ ˆ ( )
L L

L L

I k 1 I k 1 e k

e k I k I k

   

 
(3.17)

     * * *ˆ
L 0 L 1 L

I k 1 a I k a I k 1    (3.18)

     * * *ˆ ˆ
L 0 L 1 L

I k 2 a I k 1 a I k    (3.19)
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The Simulink model of the proposed controller is given in figure (3.12). In this

model, the DSP behaviour is simulated by adding a delay block of one control

period.

Figure 3.12: Simulink model of the proposed controller

(inductive filter case).

3.5.2. LCL-filter case:

When the aforementioned methodology is applied on the deadbeat controller in

the LCL-filter case, equation (3.11) becomes:
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         *ˆ ˆ ˆ ˆ ˆ

C 21 L1 22 c 23 L2 22 grid

21 d

V k 1 I k 1 V k 1 I k 1 U k 1
T k 1

U

   



        
   (3.20)

where the prediction of measured, controlled, and reference state variables are

given below:

   

   

*

*

ˆ ˆ ( )

( )

L 2

L 2

L2 L2 I

I L 2 L2

I k 1 I k 1 e k

e k I k I k

   

 
(3.21)

     * * *

L̂2 0 L2 1 L2
I k 1 a I k a I k 1    (3.22)

   

     

*

*

ˆ ˆ ( )
C C Vc

Vc C C

V k 1 V k 1 e k

e k V k V k

   

 
(3.23)

*ˆ ( )CV k 1 is obtained by replacing equations ((3.16), (3.21), and (3.22)) in

equation (3.7):

     * *ˆ ˆ ˆ ˆ( ) { }2
C L2 L2 grid

L
V k 1 I k 1 I k 1 U k 1

T
       (3.24)

Since, to compensate the controller delay, the two-step-ahead shifted prediction

 *
L2I k 2 is used instead of  *ˆ

L2I k 1 , equation (3.24) becomes:

     * *ˆ ˆ ˆ ˆ( ) { }2
C L2 L2 grid

L
V k 1 I k 2 I k 1 U k 1

T
       (3.25)

where

     * * *ˆ ˆ
L2 0 L2 1 L2

I k 2 a I k 1 a I k    (3.26)

Finally, the current ˆ ( )L1I k 1 can be computed as follows:

     L̂1 0 L1 1 L1
I k 1 a I k a I k 1    (3.27)

The Simulink model of the proposed controller, when using an LCL filter, is given

in figure (3.13).
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Figure 3.13: Simulink model of the proposed controller

(LCL filter case).

3.6. Simulation Results:

The developed controllers are implemented using a co-simulation methodology

by combining MATLAB/Simulink and Psim environments. The single-phase

inverter and its output filters are implemented in the Psim environment, while the

control algorithm is implemented in the MATLAB/Simulink environment.
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Inverters and filters used in this simulation have been modelled and rated in

appendix E. The values of all parameters used in simulation are given in table 3.2.

Table 3.2: Simulation parameters.

Parameters Value Parameters Value

DC bus ( dU ) 400 (V) 0a 2

Grid voltage ( gridV RMS) 220 (V) 1a -1

Load rate 2.2 (kW) L 20 (mH)

Utility frequency 50 (Hz) 1L 10 (mH)

Sampling frequency 10 (kHz) C 7 (µF)

Switching frequency 10 (kHz) 2L 5 (mH)

3.6.1. Inductive filter case:

The simulation results of the conventional and proposed controllers when an

inductive filter is used are given in figures (3.14–3.17). As is shown in figure (3.14),

there is a phase shift between the grid-connected and reference currents; hence,

the PF cannot be equal to 1. This phase shift is compensated, and the current

waveform is significantly improved when the proposed controller is used (figure

3.15). A comparison between the results of the two controllers is made in figure

(3.16). It appears that the proposed controller is more efficient than the

conventional one. The PF and the THD values for the two controllers are given in

table 3.3.
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Figure 3.14: Injected and reference currents for conventional deadbeat

controller (inductive filter case).

Figure 3.15: Injected and reference currents for proposed controller

(inductive filter case).
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Figure 3.16: Comparison between conventional and proposed approaches

(inductive filter case).

Figure 3.17: Typical dynamic simulation performance

(inductive filter case).

Table 3.3: Performance comparison (inductive filter case).

Approaches PF (%) THD50 (%)

Traditional 99.9003 2.73

Proposed 99.9914 1.12
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3.6.2. LCL-filter case:

Figure (17) shows a typical dynamic simulation performance of the inverter

system using the proposed controller. The simulation results of the conventional

and proposed controllers when using an LCL-filter are given in figures (3.18–3.21).

For the case of the conventional deadbeat controller, figure (3.18) shows that, in

addition to the ripples that are present in the injected current waveform, the

reference and injected currents are phase shifted. In the case of the improved

deadbeat controller, these ripples and the phase shift are eliminated (figure 3.19).

A comparison between the results of the two controllers is made in figure (3.20).

The proposed controller is more efficient than the conventional one. Table 3.4

gives the PF and the THD values for the two controllers. Figure (3.21) shows a

dynamic performance of the inverter system using the improved controller.

Figure 3.18: Injected and reference currents for conventional deadbeat

controller (LCL-filter case).
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Figure 3.19: Injected and reference currents for proposed controller

(LCL-filter case).

Figure 3.20: Comparison between conventional and proposed approaches

(LCL-filter case).
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Figure 3.21: Typical dynamic simulation performance

(LCL-filter case).

Table 3.4: Performance comparison (LCL-filter case).

Approach PF (%) THD50 (%)

Traditional 99.7757 0.64
Proposed 99.9995 0.29

3.7. Conclusion:

In this chapter, simple and efficient version of the deadbeat control algorithm

has been introduced. It allows overcoming the main weakness of the conventional

deadbeat control algorithm when it is implemented in a DSP board. The proposed

algorithm is given and studied for both an output L-filter and an output LCL-filter.

These configurations are the most used in grid-connected inverters. In the design

procedure of the developed controller, a simple linear prediction model is used to

compute the future values of all the state variables required for computing the

expected duty cycle. By using such a model, it is possible to compute and apply

the expected duty cycle within the same sampling cycle. This fact leads to

overcoming the phase shift problem, and hence, the THD and the PF values are

improved. The developed algorithm was used to control a grid-connected inverter

and the co-simulation results have shown the effectiveness of the developed

approach. In particular, a nearly sine wave current with a practically unity PF and

low harmonic content was obtained.
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CHAPTER 4

SIMULATION OF WHOLE SINGLE PHASE GRID CONNECTED PV SYSTEM

4.1. Introduction:

In the previous chapters we have separately tested the proposed ABC-based

MPPT and the prediction-based deadbeat control techniques. To assess their

effectiveness in grid connected photovoltaic systems, this chapter gives a

complete computer simulation program of the single phase grid connected PV

system shown in figure (4.1).

This chapter starts by introducing auxiliary controllers which are of prime

interest for the proper functioning of the entire PV system. These controllers are:

grid synchronisation, DC bus voltage regulation and protection mechanism.

Thereafter, simulation results of the complete system output variables such as:

PV output power, DC bus voltage, inverter current, grid current and load current

under different operating conditions are presented.

Figure 4.1: Block diagram of a grid connected PV system

with a complete control scheme.

4.2. Grid synchronization:

Grid synchronization mechanism is very important in single-phase PV grid-

connected systems. Its main objective is to allow inverter synthesized current

waveform to be synchronized with the grid voltage waveform in order to ensure a

nearly unity power factor. Typical synchronisation mechanism in grid connected

PV system is illustrated in figure (4.2).
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Figure 4.2: Typical synchronisation mechanism.

The existing synchronization methods can be divided into two main categories;

frequency-domain and time-domain. Due to their simplicity, robustness, and

effectiveness, the PLL-based techniques, from the time-domain category, have

gained much more attractiveness in grid connected PV applications [169, 170].

A basic PLL technique is a closed-loop feedback control system, which

synchronizes its output signal in frequency, as well as in phase, with the grid

voltage fundamental component. It is composed of three basic parts, namely:

phase detector (PD), low-pass filter (LF), and voltage-controlled oscillator (VOC),

as illustrated in figure (4.3). The difference between phase angle of the input and

that of the output signal is measured by the phase detection and passed through

the low-pass filter. The LF output signal drives the voltage-controlled oscillator to

generate an output signal, which could follow the input signal (grid voltage).

Figure 4.3: Basic structure of a phase locked loop.
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If a first order low-pass filter is used as a loop filter, the model of a single phase

PLL will typically be a second order system, described by the equation given in

(4.1). The details of the PLL modelling can be found in [54].

( )

( )

1 2 LF

1 2 p 1 2 io
2

1 2 LFi 1 2 p 1 2 i

K K G s
K K K s K K Ks

K K G s s K K K s K K K1
s






 

 

(4.1)

where i , o are the phase of input and the output signals, 1K , 2K are the gains

of PD and VCO respectively, LFG is the LF transfer function and pK , iK are its

proportional and integral gains.

According to equation (4.1), when 1 2K K 1  the damping ratio  and the

natural frequency n can be given by:

p

n

K

2



 (4.2)

n iK  (4.3)

An approximation of the settling time at 5% for second order systems with a

damping factor lower than 1, is given by [171, 172]:

s

n

3
t


 (4.4)

Taking the natural frequency expression from equation (4.4) and replacing it in

equation (4.2) and equation (4.3), the LF can be tuned as a function of the

damping ratio and the settling time as follows:

p

s

6
K

t
 (4.5)

2

i

s

3
K

t

 
  
 

(4.6)

It should be noted that the main difference among various single-phase PLL

techniques is the configuration of the phase detector [169]. At present, the most

employed PLL topology is the synchronous reference frame (SRF) PLL shown in
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figure (4.4), where v is the single-phase voltage input, v is an internally

generated signal that is a 90 degrees shifted version of v [173]. The Park

transformation block, given by equation (4.7), changes the reference frame,

bringing the system voltages from an   stationary reference frame to a d q

rotating synchronous reference frame.

sin cos

cos sin

d o o

q o o

v v

v v




 

 

    
        

(4.7)

Figure 4.4: Block diagram of the single-phase SRF-PLL.

Assuming a harmonic-free grid voltage, the expression of the q-axis component

which is feed to the PI controller is:

cos sinq o oV V V    (4.8)

for

sin

cos

grid i

grid i

V V

V V












(4.9)

The equation (4.8) becomes:

sin cos cos sinq grid i o grid i oV V V     (4.10)

leading to:

sin( )q grid i oV V    (4.11)

where, Vq is the phase detector output signal, Vgrid is the amplitude of the grid

voltage, i is the angle of grid voltage and o is the estimated angle.

Using the same procedure for the d-axis component Vd, its amplitude is given by:
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cos( )d grid i oV V    (4.12)

When o becomes close to i , Vq in equation (4.11) will be equal zero and the

PLL will be locked. In this situation, according to equation (4.12), Vd will be equal

to the input voltage amplitude.

Concerning quadrature signal generation, many techniques are presented in the

literature. The simplest way is that uses a transport delay of T/4 to introduce a

phase shift of 90 degrees. In this case, all the harmonics of the input signal are

characterized by the same time delay. Other approaches are based on the inverse

Park transformation, inverse Hilbert transformation or through the use of a second

order generalized integrator (SOGI) [174, 175].

In this thesis, the second order generalized integrator is considered. This choice

was motivated by the results of different comparative studies of single phase PLL

algorithms for grid synchronization applications [169, 173, 176], which have

concluded that SOGI-OSG method could be the best candidate for single-phase

applications under both healthy and faulty grid conditions. The general structure of

SOGI-OSG structure is depicted in figure (4.5).

Figure 4.5: OSG-SOGI structure.

The structure of the OSG-SOGI is shown in figure (4.5). The input signal gridV is

the voltage signal measured at the PCC. As output signals, two sine waves ( v

and v ) with a phase shift of / 2 are generated. The component v has the same

phase and amplitude as the fundamental of the input voltage signal gridV .
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The SOGI acts like an infinite gain band-pass filter whose transfer function is

defined in (4.13) [177]. The closed-loop transfer functions ( ( ) / ( )gridH s V V s  and

( ) / ( )gridH s V V s  ) of the OSG-SOGI, as presented in figure (4.5), are defined in

(4.14) and (4.15) respectively.

( ) n
SOGI 2 2

n

s
H s

s







(4.13)

( )
( )

( )
n

2 2
grid n n

V s K s
H s

V s s K s






 
 

 
(4.14)

( )
( )

( )

2
n

2 2
grid n n

V s K
H s

V s s K s






 
 

 
(4.15)

where n represents the undamped natural frequency of the SOGI which is equal

to the estimated frequency, and K is the gain which affects the bandwidth of the

OSG-SOG.

4.2.1. Simulation results:

The selected grid synchronisation method is simulated and its performance

evaluations are presented hereafter. All the simulation results are related to the

bloc diagram presented in figure (4.3). The block "Orthogonal system generation"

has been replaced with the structure presented in figure (4.5). Controller

parameters of the PLL structure were set as shown in table 4.1, with .0 707  and

.st 0 06s :

Table 4.1: PLL controller parameters.

Simulation parameter Value

Kp 100

iK 5001

Filtering capability ( K ) 0.8

To show the effectiveness of the selected PLL scheme several test have been

carried out. In the first test the behaviour of the PLL bloc has been performed in

case of clean sinewave of grid voltage. The obtained simulation results are shown

in figures (4.6), (4.7) and (4.8).
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Figure 4.6: Alpha V and beta V components of a clean sinewave grid voltage.

Figure 4.7: Zoom of figure (4.6).
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Figure 4.8: Direct Vd and quadrature Vq components of a clean sinewave grid

voltage.

In the second test, the performance of the PLL scheme is tested against a

distorted grid voltage (THD=8%) and under a grid voltage drop of 50%. The

simulation results shown in figures (4.6), (4.7) and (4.8) are waveforms showing

time evolution of grid voltage and alpha-beta grid voltage components, direct Vd

and quadrature Vq components, frequency estimation and phase estimation

respectively.

It can be noted that the selected SOGI-PLL scheme has given efficient results;

highly immunity against deformed grid voltage and accurate frequency and phase

estimation were obtained. It is also recorded that the settling time is in accordance

with pre-set value (ts=0.06).
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Figure 4.9: Alpha beta components of the grid voltage under voltage sag of

50% and THD 8%.

Figure 4.10: Zoom of figure (4.9).
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Figure 4.11: Direct Vd and quadrature Vq components of the grid voltage under

voltage sag of 50% and THD 8%.

Figure 4.12: frequency estimation of the grid voltage under voltage sag of 50%

and THD 8%.
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Figure 4.13: Phase estimation for the grid voltage under voltage sag of 50% and

THD 8%.

Two other relevant tests, frequency and phase jump that can occur in the utility

grid, have been also simulated. The obtained results are given by figures (4.14),

(4.15), (4.16) and (4.17). Fast and accurate tracking of both frequency and phase

of the grid voltage are achieved. In the frequency jump test, the grid voltage

frequency change from 50 Hz to 51 Hz and its distortion level is taken equal to 8%.

While in the phase jump test, at 0.3s a step change of 60 degrees occurs in the

grid voltage with an amplitude decrease of 25%.

Figure 4.14: Grid frequency estimation when the grid frequency steps from 50

Hz to 51 Hz.
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Figure 4.15: Direct Vd and quadrature Vq components of the grid voltage when

the grid frequency steps from 50 Hz to 51 Hz.

Figure 4.16: Grid phase estimation when the grid phase jumps of 60 degrees.
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Figure 4.17: Direct Vd and quadrature Vq components of the grid voltage when

the grid phase jumps to 60 degrees.

It can be noted that the SOGI-PLL has provided a very good dynamic response

in all considered cases.

4.3. DC bus voltage regulation:

The DC bus voltage control is an indispensable task in the control of PV grid

connected inverters. To guarantee an excellent operation, a constant DC link

voltage must be maintained. The block diagram of the DC bus voltage control loop

is shown in figure (4.11).

Figure 4.11: Block diagram of the DC bus voltage control loop.

where:

Gv(s), Gi(s) and Gs(s) are the transfer functions of the DC bus voltage

controller, the current controller and the system, respectively.
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DC ACP P (4.16)

DC
DC DC grid injected

dU
U C V I

dt
 (4.17)

( )
grid injected

DC

DC DC

V I1
U s

C s U
 (4.18)

The system transfer function from injectedI to DCU , Gs(s) will be:

( )
grid

s

DC DC

V
G s

C U s
 (4.19)

In this thesis, a proportional-Integral controller is chosen as DC bus voltage

controller, therefore:

( ) p i

v

K s K
G s

s


 (4.20)

In addition, at high operating switching frequency, the current control must be

much faster to ensure that the injected current injectedI follows the reference current

*
injectedI . Hence, we can assume that a closed loop current controller transfer

function will be equal to unity [178, 179]. Therefore, the block diagram in the

previous figure is simplified as shown in figure (4.12).

Figure 4.12: Simplified block diagram of the DC bus voltage control loop.

From the simplified block diagram of figure (4.12), the transfer function of the

closed loop system can be written:

_

( )

( )

v

p idc
2

vdc ref p i

KG s
KK s KKU s

KG sU s KK s KK1
s


 

 

(4.21)
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where:

_

grid

dc ref dc

V
K

U C
 (4.22)

( )vG s is the PI controller transfer function, pK , iK are the proportional and integral

gains, respectively.

From equation (4.21), the relation between dcU and _dc refU has a second order

transfer function form. Hence, the damping ratio  and the natural frequency n

can be given by:

n iKK  (4.23)

p

n

KK

2



 (4.24)

Taking the natural frequency expression from equation (4.4) and replacing it in

equation (4.23) and equation (4.24), the PI controller can be tuned as a function of

the damping ratio  and the settling time ts as follows:

p

s

6
K

Kt
 (4.25)

2

i

s

3
K

K t

 
   
 

(4.26)

4.3.1. Simulation results:

To assess the effectiveness of the selected DC bus voltage controller,

a 1.92 kWp PV grid connected system is implemented. The grid RMS voltage is

specified to 220 V. The DC link voltage reference is estimated using equation

(4.27). The voltage value of 400 V at the DC bus is chosen as reference.

2 * 220 10%*220busV   (4.27)

The DC link capacitor DCC is sized according to the equation below:
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2* * *

pv

DC

DC

P
C

U U



(4.28)

For 1.92pvP kW , 100  and 2%U  , the DC link capacitor value is

1.9DCC mF . Thus .K 289 47 .

The parameters of the DC bus voltage controller have been set, for .0 707 

and .st 0 06 , according to table 4.2.

Table 4.2: Parameters values of the DC bus voltage controller.

Simulation parameter Value

pK 0.3454

iK 17.2701

Figure (4.13) shows the power profile generated by the photovoltaic array, in

which the power decreases from 1.92kW to 1 kW at t=0.6s, then returns to 1.92

kW at t=1s. This power jump has been chosen to be large enough in order to verify

both the dynamic response and the stability of the DC bus control loop.

Figure 4.13: Generated photovoltaic power.
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accordance with the DC reference current. These results show the ability of the PI

controller to regulate the DC bus voltage in different operating situations.

Figure 4.14: Waveforms of the DC reference current obtained by the controller

and the regulated DC bus voltage.

Figure 4.15: Waveforms of the reference current and the injected current.
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normal operating range or in the event of total loss of grid utility supply (see

section 1.5.3).

In all grid-connected PV systems, over/under frequency (OUF) and over/under

voltage (OUV) protection mechanisms are required. These protection mechanisms

cause the PV inverter to stop supplying power to the utility grid if the frequency or

amplitude of the voltage at the point of common coupling (PCC) goes outside of

prescribed limits (see section 1.5.3). This protection mechanism protects

consumers’ equipment and also serves as an anti-islanding detection method in

the event of total loss of grid utility supply.

Given its simplicity and its dual role, OUV and OUF protection method has been

implemented in our system as a protection mechanism. It should be noted that the

standard over/under voltage and frequency protective devices alone are generally

considered to be insufficient as islanding detection method, given its large non-

detection zone (NDZ).

OUV and OUF protection method is a passive islanding detection method. It

allows the detection of islanding phenomenon through the measure of voltage and

frequency at the PCC, and subsequent comparison with the preset limits for

proper operation. If the measured values are outside the established range, the

inverter is stopped or disconnected. Figure (4.16) shows a PV grid connected

system configuration feeding a local load and powers flow.

Figure 4.16: PV grid connected system configuration and powers flow.
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It is usually assumed that the local load can be modelled as a parallel RLC

circuit because, for most islanding detection methods, some types of RLC loads

cause the most difficulty in detection [180]. When the utility grid is connected (s1 is

closed), the real and reactive powers P + jQ flow from the PV system to PCC

node, and Pload + jQload flows from node PCC to the local load. ΔP+jΔQ is the 

power which flows from utility grid to PCC node. These power equations are given

in equation (4.29).

load

load

P P P

Q Q Q

 

 
(4.29)

Resonant frequency 0f and quality factor fQ of the RLC parallel load, are defined

as follows [180]:

0

1
f

2 LC
 (4.30)

f

C
Q R

L
 (4.31)

Non-detection zone of active power and reactive power are given bellow [181]:

_ _

max min

2 2

grid rms grid rmsV VP
1 1

V P V

   
      

  
(4.32)

min max

22

grid grid

f f

f fQ
Q 1 Q 1

f P f

      
       
        

(4.33)

Equations (4.34) and (4.35), prove that if the active power and the reactive

power mismatches (ΔP and ΔQ) are within the specified range, the operating 

frequency and voltage will remain inside the nominal range, making islanding

detection impossible.

For _grid rmsV 220V and gridf 50Hz , according to IEC 62727 standard

maxV 242V , minV 187V , maxf 51Hz and minf 49Hz . To reasonably cover all

distribution line configurations [50], fQ must be selected equal to 2.5. In this case

the non-detection zone is given by:
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. % . %
P

17 35 38 40
P


   (4.34)

. % . %
Q

10 30 9 70
P


   (4.35)

From equations (4.34) and (4.35), NDZ area can be mapped as shown in figure

(4.17).

Figure 4.17: NDZ mapping of OUV and OUF protection mechanism.

Furthermore, in PV grid connected system without reactive power control

scheme, equations (4.29), (4.34) and (4.35) become:

load

load

P P P

Q Q

 

 
(4.36)

. % . %
P

17 35 38 40
P


   (4.37)

. %
Q

0 9 70
P


  (4.38)

4.4.1. Simulation results:

To assess the effectiveness of the selected protection mechanism, a 1.92 kW

PV grid connected system without reactive power control scheme is implemented.

In what follows, several cases, such as: Grid voltage change, Grid frequency
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change and islanding condition that require the intervention of the protection

mechanism have been considered.

- Case 1: grid voltage change

To show the effectiveness of the implemented protection mechanism against a

grid voltage change, we have simulated a grid voltage drop from 220 Vrms to 170

Vrms at t = 5s. The minimum threshold voltage is instantly detected. The

protection mechanism makes a delay of 2s as required by the standard (IEC

61727) to disconnect the PV generator, as shown in figure (4.19).

Figure 4.19: Protection mechanism against a grid voltage drop.

- Case 2: grid frequency change

The effectiveness of the implemented protection mechanism against a grid

frequency change is shown in figure (4.20). The grid frequency increases from 50

Hz to 53 Hz at t = 5s. The maximum threshold frequency is instantly detected, a

timer is started, and after 0.2s the protection mechanism isolates the PV

generator, as required by the standard (IEC 61727).
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Figure 4.20: Protection mechanism against a grid frequency increase.

- Case 3: islanding condition

According to equations (4.37) and (4.38), the NDZ of OUV and OUF protection

method for the implemented system is given bellow:

. .333 12 W P 737 28 W    (4.39)

.0 VAR Q 186 24 VAR   (4.40)

To keep the system outside the NDZ, we have chosen a load for .P 633 5 W  

and .Q 633 5 VAR  , which is presented in figure (4.21-a).

Figure 4.21: local loads.
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The loss of the grid has been simulated at t = 5s. The protection mechanism

instantly detects the change in voltage and frequency, after 0.2s the protection

mechanism isolates the PV generator, as shown in figure (4.22).

Figure 4.22: System out of the NDZ.

In order to show the failure of the selected anti-islanding detection mechanism,

we have chosen a load shown in figure (4.21-b) ( P 99 W   and Q 98 VAR  ),

which brings the system in the NDZ. The simulation results shown in figure (4.23)

demonstrate the failure of the detection method, where power generated from the

PV system continues to energize the utility grid and no isolation has occurred.

Figure 4.23: System in the NDZ.
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4.5. Simulation of the whole system:

In this section, the 1.92 kW PV system, given in figure (4.24) is considered to

demonstrate the operation of the different developed control algorithms for each

part of the PV grid connected system namely: MPPT, DC bus control, inverter

control, synchronization technique and protection mechanism.

Figure 4.24: Considered grid connected PV system.

The boost converter chosen for interfacing between the PVG and the inverter

has been modelled and rated in appendix D, while the inverter output LCL-filter

has been modelled and rated in appendix E. The table 4.3 gives the different

component values and rated operating conditions.

Table 4.3: Component values and rated operating conditions.

Boost converter Inverter/LCL filter
Component/Para

meter
Value

Component/Para
meter

Value

Input capacitor 220 uF 1L 10 (mH)

Boost inductor 2 mH C 7 (µF)

DC link capacitor 1.9 mF 2L 5 (mH)

Switching
frequency

50 kHz
Switching
frequency

10 (kHz)

Maximum input
voltage

306.6 V Utility frequency 50 (Hz)

Maximum input
current

10.34 A Grid voltage (RMS) 220 (V)

DC bus voltage 400 V / /
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In this thesis we have adopted a co-simulation strategy, where, the physical

system is implemented in Psim environment, while the control algorithms are

implemented in Matlab/Simulink environment. Figure (4.25) shows the

implemented Simulink model that includes the ABC-based MPPT algorithm, the PI

controller for DC bus voltage regulation, the SOGI-PLL as synchronisation

method, the developed deadbeat algorithm as a current controller and the OUV

and OUF as protection mechanism.

Figure 4.25: Implemented Simulink model.
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The Psim schematic model, including the PV generator, the boost converter

with the DC link capacitor, the full bridge single phase inverter, the output LCL

filter, the local load and the utility grid, is given by figure (4.26).

Figure 4.26: Psim schematic model.

Three tests have been carried out:

Test 1: Power flow

In this first test, we want to show the power flow (active and reactive power)

flowing between the photovoltaic generator, the grid supply and the load. Given

that the implemented inverter produce only active power and the reactive power

required by the load is ensured by the grid, four power flow patterns can take

place:
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- The first case is shown in figure (4.26-a), in which the PV generator

produces an active power higher than the active power consumed by the

load. In this case, the rest of the power produced is exported to the grid.

- The second case is shown in figure (4.26-b), in which the PV generator

produces only active power required by the load, so, in this case, no active

power is exchanged between the system and the grid.

The inverter, the load and the grid current waveforms, and the active power

contribution at the PCC node of the two first cases are shown in figure (4.27). We

note here, that the positive power value reveals that the power is imported from

the grid, and the negative one means that the power is exported to the grid.

Figure 4.26: Powers flow in case: (a) The PVG exports active power to the load

and grid, (b) The PVG produces only the active power required by the load.

Figure 4.27: Inverter, load, and grid current waveforms and power contributions

at PCC node for the case (a) and (b).
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- The third case is shown in figure (4.28-c), in which the PV generator

produces an active power lower than the active power consumed by the

load. In this case, the power deficit is compensated by the grid.

- The latest case is shown in figure (4.28-d), in which the PV generator does

not produce any power. In such case the grid supply the totality of the active

and reactive power required by the load.

The inverter, the load and the grid current waveforms, and the active power

contribution at the PCC node of the two latest cases are shown in figure (4.29).

Figure 4.28: Powers flow in case: (a) The PVG produces a portion of the active

power required by the load, (b) The PVG does not produce any power.

Figure 4.29: Inverter, load and grid current waveforms and power contributions

at PCC node for the case (c) and (d).
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Test 2: Maximum power point tracking

In the second test, we want to verify the ability of the proposed ABC-based

MPPT to track the global MPP in grid connected system. To this end, a simulation

study was carried out under uniform irradiation and transient shading patterns. P-V

characteristics of the PV generator for uniform irradiation and the considered

partial shading are shown in figure (4.30) with SP1 and SP2, respectively.

Figure 4.30: Shading patterns.

In this test the photovoltaic generator works under uniform irradiation condition

until a partial shade occur at t=20s. Time evolution of the PVG power and the duty

cycle of the boost converter show the MPP tracking capability. The obtained

results (figure (4.31)) clearly show the convergence of the process search guided

by the ABC-based MPPT algorithm toward the global maximum power point in

both conditions (uniform and shaded patterns). Transit and steady state behaviour

of the inverter current are shown in figure (4.32).
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Figure 4.31: Maximum power point tracking.

Figure 4.32: Grid voltage and inverter current waveforms.

Actually, the transit operation of the current inverter amplitude does not affect

the load current, which continue to receive a clean waveform current as the

difference is compensated by the grid. This is clearly shown in figure (4.33) and
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Figure 4.33: Inverter and load current in MPP search phase.

Figure 4.34: Zoom of figure (4.33).

Steady state behaviour of the inverter current shown in figure (4.35),

demonstrates the expected control performance of the overall control scheme. It

can be observed that the waveform of the injected current is clearly sinusoidal and

in phase with the grid voltage.
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Figure 4.34: Grid voltage and inverter current in normal operating conditions.

Figure (4.35) shows the regulated DC bus voltage. It can be observed that the

DC bus voltage is significantly regulated at 400 V even in maximum power point

search phases, which shows the robustness of the implemented PI controller.

Figure 4.35: DC bus voltage.
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Test 3: Protection mechanism

In the latest test, we want to verify the effectiveness of the adopted protection

mechanism. To this end, a simulation study, in which the grid utility is lost at t=40s

and returned at t = 45s, was carried out.

Figures (4.36) and (4.37) show the intervention of the protection system when

the grid utility is lost at t = 40s. The protection mechanism instantly detects the

change in voltage and frequency, then after 0.2s the protection mechanism

isolates the PV generator as expected. When the utility grid comeback at t = 45s,

the system reconnect the GPV after 5s (noting that the standard requires 5

minutes to reconnect).

Figure 4.36: Islanding detection.

Figure 4.37: Zoom of figure (4.36).
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4.6. Conclusion:

To assess the effectiveness of the proposed ABC-based MPPT and the

prediction-based deadbeat control techniques in grid connected system, a

complete computer simulation of the overall grid connected PV system has been

carried out. The grid interconnected photovoltaic system performance was

investigated and analysed under variable environmental conditions and grid loss.

The obtained results have shown the interaction between the different components

of the grid connected PV system and demonstrate the satisfactory performance of

the proposed control schemes.
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CHAPTER 5

EXPERIMENTAL VERIFICATION OF THE DEVELOPED MPPT TECHNIQUES

5.1. Introduction:

In this chapter, the experimental results of the developed MPPT techniques are

given. The test bench composed of PV modules, two parallel mounted Boost

converters, current and voltage measurement boards, a resistive load, a DSP

board and a personnel computer is used. First, the design details of this test

bench are given, and then the results of the proposed ABC-based MPPT

techniques, introduced in chapter 2, are presented for different work conditions.

5.2. Test bench:

5.2.1. Test bench configuration:

The block diagram of the used test bench is shown in figure (5.1).

Figure 5.1: Test bench block diagram.

The yellow blocks indicate the part of the test bench where the actual power

transfer is happening, from the PV generator, through the converters, to the

resistive load. The green blocks indicate the control part (digital part) of the test

bench, which allow collecting the required values from the power circuits and

generates the PWM signals sent to the converters to control the power transfer.
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In fact, the realized test bench involves two photovoltaic systems; each system

consists of a PV generator of 160 w and a DC/DC boost converter. The two

systems are parallel mounted on a resistive load and controlled by a DSP board.

With such configuration, both developed MPPT techniques (ABC-based one-

dimensional and multidimensional MPPT techniques) can be tested; this is made

possible by omitting one system in case of one-dimensional MPPT technique test.

5.2.2. Test bench components:

5.2.2.1. PV generator:

In the test bench, the PV generator consists of two separate strings of two PV

modules (BP SX80) each one. Thus, two PV systems can be formed, by

connecting each string to a DC/DC boost converter.

Figure (5.2) shows the real used PV generator with an artificial shade made

with sheets.

Figure 5.2: Real PV generator with an artificial shade.

5.2.2.2. Boost converters circuit:

The block diagram of the realized Boost converters circuit is shown in figure

(5.3), it involves two Boost converters and an optical isolation stage for each

converter.
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Figure 5.3: Block diagram of the realized Boost converters circuit.

Next to the modelling and the rating procedure of the used Boost converters

given in appendix (D) and summarized in table 2.2, the converters components

have been chosen as follow:

a) Inductors selection:

As is well known, with less value of inductance there is more current ripple. A

large value of inductance will reduce the current ripple and the discontinuous

current mode will be surely avoided. However, using a high value of inductor will

be associated with high inductor resistance ( rL ), large size and high cost.

According to the calculations made in appendix (D), the minimum required

inductance value is 1.7 mH. So, the inductor of 2 mH is chosen.

Moreover, the selected inductor must bear the RMS current ( LrmsI ) flows

through it without saturating. The RMS current flows through the inductor is given

by [182]:

Lrms

2
I Iin

3
 (5.1)
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With a maximum input current of ( _ max .inL 5 17 A ), the selected inductor must bear an RMS

current of ( LrmsI 6 A ).

Finally, we have opted for the inductor (6001163A00), shown in figure (5.4). It has a low

resistance inductor ( .rL 0 3 ohm ), inductance value of ( L 1mH ) and an RMS current up

until ( LrmsI 7 A ). Due to the component availability, two 6001163A00 inductors were connected

in series to give a total required inductor value ( L 2mH with .rL 0 6ohm ).

Figure 5.4: Chosen inductors for converters.

b) Switching devises selection:

Choosing the right switch is an important part in power electronic devices, so

less power losses is required. IGBT and MOSFET can both be used as the main

switch in the boost converter, but if consideration is given to the main

characteristics of the switch: maximum current, maximum voltage and maximum

frequency. The MOSFET switch is used in the boost converters; it has a moderate

cost, low switching losses and does not need complex operations. There is a wide

variety of power MOSFET switches. We can choose the most suitable for the

system’s needs by looking at the rate of the current and the voltage, because:

_Mosfet rms in

Mosfet out

2
I I

3

V V





(5.2)

and also by looking at low losses of the MOSFET switch; the static drain-source

on resistance ( _ds onR ) must be low enough to minimize conduction loss. The used

power Mosfet switch, that meets the above-mentioned requirements, is the

component IRF640.

However, a pulse-width-modulation controller cannot provide the output current

required to drive the gate capacitance of the MOSFET and a gate driver is
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required. A gate driver is a power amplifier that accepts a low-power input from a

controller and produces a high-current drive input for the gate of a high-power

transistor. In this work the commercial MOSFET gate driver (IR2110) is used, with

independent high and low side referenced output channels. The output driver

features a high pulse current buffer stage designed for minimum driver cross-

conduction. Propagation delays are matched to simplify its use in high frequency

applications. We note that, only the low side output is being used to drive one

boost converter’s MOSFET. So, two MOSFET gate driver (IR2110) are used in the

Boost converters circuit.

Figure (5.5) shows the circuit diagram for the IR2110 using as a single low-side

driver.

Figure 5.5: Using the IR2110 as a single low-side driver.

c) Diodes selection:

The diode is a semiconductor device that is controlled by its own voltage and

current. When a diode is forward biased, it starts to conduct with a small forward

voltage ( FV ) across it. When the diode is reverse biased it stays in the off state.

The diode can also contain a series Resistance-Capacitor Snubber circuit that can

be connected in parallel with the diode device, however in this work the Snubber

circuit of the diode is neglected to avoid losses. The diode selection is based on

the average forward current ( ( )F AVI ) and the repetitive peak reverse voltage ( RRVV ),

because [182]:
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_diode rms in

diode out

2
I I

3

V V





(5.3)

where, the maximum values of input current and output voltage of the boost converter are:

_ max

_ max

.

.

in

out

I 5 17 A

V 126 5V




(5.4)

To minimize losses the reverse recovery time ( rrT ) and forward voltage ( FV ) should

be as low as possible [183]. Thus, the selected diode is the component

STTH3010w (figure (5.6)). It has a large average forward current

( ( )F AVI 30 A ), a large repetitive peak reverse voltage ( RRVV 1000V ), a low

forward voltage ( .FV 0 895V ) and a very good reverse recovery time ( rrT 32ns ).

Figure 5.6: Chosen diode for converters.

d) Input capacitors selection:

The minimum value for the input capacitors, calculated in the appendix (D), is

_ min .inC 6 25uF , and they have to bear a maximum voltage of _ maxinV 51.1 V . This

minimum value is necessary to stabilize the input voltage due to the peak current

requirement of switching power supply. The chosen input capacitor

(MCLPR400V227M26X40), shown in figure (5.7), has a value of 220μF and a 

maximum voltage of 400V.
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Figure 5.7: Chosen capacitor for converters.

e) Output capacitors selection:

The output filter capacitors are mainly used to meet the output voltage ripple

and converter stability requirement. The output capacitors supply the entire load

current during the time when the switch is on.

The minimum value for the output capacitors, calculated in the appendix (D), is

_ min .outC 47 5uF , and they have to bear a maximum voltage of _ maxoutV 126.5 V .

So, we have chosen the same model (MCLPR400V227M26X40) as in the input

capacitors.

f) Optical isolation stage design:

Since the DSP is very sensitive to any kind of external disturbances (eg, high

voltages or currents caused by instability or error in the system), it is necessary to

use an optical isolation stage to isolate the DSP from the high power circuit. The

opto-isolator (PC817) and its circuit diagram, shown in figure 5.8, is used.

Figure 5.8: PC817 Optoisolator circuit diagram.

On the other hand, the used DSP (TMS320F2812) have PWM outputs of 3.3V

referenced to GND. So, they are very sensitive to the noise errors. To solve this
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noise problem, differential signals must be used. For this purpose, the used PWM

outputs are converted into differential signals by means of an integrated differential

line driver circuit (AM26LS31) before going to the opto-isolators.

Thus, the optical isolation stage has two purposes: the first one is the noise

rejection and the second one is the galvanic isolation. The circuit diagram of the

optical isolation stage is given in figure 5.9.

Figure 5.9: Circuit diagram of the optical isolation stage.

The circuit diagram of the complete Boost converters is shown in figure (5.10).

Figure 5.10: Circuit diagram of the complete Boost converters circuit.
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5.2.2.3. Current and voltage measurement interface cards:

The measurement interface cards, as the name suggests, are the interface

between various current and voltage signals used for control purposes and the

DSP. The inputs of the ADC of the DSP controller chosen for this application are

limited to 0 to 3 V. Therefore the power signals have to be scaled and conditioned

appropriately to generate unipolar signals of magnitude variation between (0 to

3V).

The chosen control schemes require one DC voltage measurement channel

and one DC current measurement channel. But, for more flexibility in data

collection, boards with several measurement channels: two channels in the

voltage measurement interface card and four channels in the current

measurement interface card are realized.

a) Voltage measurement interface card:

The different stages involved in the design of each channel of the voltage

measurement interface card can be seen in figure (5.11). The purpose of each

stage is explained below in detail.

Figure 5.11: Stages of the voltage measurement interface circuit.

- Transducer:

The transducer LEM LV25-P shown in figure (5.12) is used. The measurement

is based on the hall-effect. Thus, it provides galvanic isolation between the high

voltage side and the measurement side.It is connected in parallel and the desired

measurement range is set by choosing resistor values on its input ( 1R ). The

resistor should be set so that 10mA is passed into the device at the nominal

voltage. The current is then converted with a conversion ratio of 2500:1000, a

10mA current into the terminal corresponds to a 25mA current on the output

terminal [184]. Further, the resistor ( MR ) should be chosen so that the voltage

induced in the secondary circuit does not exceed the maximum 3V, the allowed

voltage on the DSP board inputs.
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Figure 5.12: Voltage transducer.

- Differential amplifier:

The difference of the signals (positive and negative) is amplified at this stage.

The Common Mode Rejection (CMR) property of this stage helps to reduce the

incoming noise and offers better signal to noise ratio at the output [185]. The

circuit diagram of the differential amplifier with a gain of 2 is shown in figure below.

Figure 5.13: Differential amplifier circuit diagram.

- Low-pass filter:

The low pass filter stage is applied to remove the high frequency noise coupled

to the current and voltage signals. Ideally the cut-off frequency of this filter must be

half the sampling frequency of the ADC in order to filter the frequency

components, which can cause aliasing effect.

In the present work, a third order Butterworth filter is designed for voltage

measurement channels, with a cutoff frequency of 100 kHz. The circuit is built

using TL084 operational amplifiers. The last RC stage of the third low pass filter is
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placed close to the ADC input point to remove high frequency noise that might

have been coupled with the signal.

The circuit diagram of the low-pass filter stage with a gain of 0.5 is shown in

figure below.

Figure 5.14: Low-pass filter stage circuit diagram.

- Over-voltage protection:

The ADC of the DSP is very sensitive to voltage input other than the specified

level (0-3 V). For the protection purpose, it is necessary to add a voltage clamping

stage at the input of the ADC. A transistor (BC178), a resistor and a zener diode

(BAT85) based protection circuit is built as the last stage of each measurement

channel, which prevents the voltage at the output of the card from exceeding 3 V.

Figure (5.15) shows the circuit diagram of the over-voltage protection stage.

Figure 5.15: Over-voltage protection stage circuit diagram.
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The circuit diagram of one voltage measurement channel is shown in Figure

(5.16).

Figure 5.16: Circuit diagram of one voltage measurement channel.

b) Current measurement interface card:

The current measurement interface card involves four channels based on high

precision Hall-effect sensors.

The sensor (ACS714) is a hall effect-based linear current sensor which

operates between 4.5 - 5.5 V. It has a bidirectional current input which ranges from

-5 to 5 A. The sensor will output an analog voltage which is linearly proportional to

the input current. When Vcc is 5V, the output voltage is centred at 2.5 V with a

sensitivity of 0.185 V/A. When there is a positive current, it will increase the output

voltage and vice versa. In addition, the ACS714 contains an internal resistor, a

FILTER pin connection to the printed circuit board, and an internal buffer amplifier.

With this circuit architecture, a simple RC filter via the addition of a capacitor (CF)

from the FILTER pin to ground can be implemented. The buffer amplifier inside of
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the ACS714 (located after the internal resistor and FILTER pin connection)

eliminates the attenuation caused by the resistive divider effect. Therefore, the

ACS714 device is ideal for use in high-accuracy applications that cannot afford the

signal attenuation associated with the use of an external RC low-pass filter.

In the realised current measurement board, each current sensor is passed

through a voltage divider to convert its maximal output voltage (3.425 V) to a

suitable value (3 V). The filter capacitors (CF) of 100nF are chosen to obtain a

maximum noise of 50mA with a maximum rise time of 291μs. Finally, the same 

Over-voltage protection stage used in the voltage measurement interface board is

also used at the enf of each current measurement channel.

The schematic of one current measurement channel is shown in figure 5.17.

Figure 5.17: Current Measuring channel.

5.2.2.4. Controller:

The DSP board eZdsp TMS320F2812 (figure (5.18)) of Texas Instrument is

used to implement and execute the control algorithms. The F2812 DSP is a high

performance 32-bit fixed-point DSP. It is a member of the TMS320C28xx DSP

generation, which is designed to meet a wide range of applications, such as digital

motor control, digital power supply and other embedded control systems. The

F2812 DSP is able to generate 16 PWM signals and is equipped with many on-

chip peripherals including ADCs, which makes it suitable for control of the PV

system.
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Figure 5.18: DSP board.

5.3. Experimental results:

Both ABC and PSO-based MPPT control programs are developed in a C++

environment and each control algorithm is implemented, using the DSP board, as

a timer-interrupt driven routine. A control period of 0.05s is used and the control

parameters are set exactly as in the simulation tests.

Figure (5.19) shows the used test bench.

Figure 5.19: Test bench.
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5.3.1 ABC-based MPPT for a single photovoltaic array:

To experimentally assess the performance of the proposed ABC-based MPPT a

photovoltaic system, that consists of one string of 160 w and is connected to a

resistive load via a DC/DC boost converter, is used (the second PV system from

the test bench is omitted). The real-time test measurements are performed for the

following cases:

a) test of the algorithm tracking capabilities for various shading patterns,

b) comparison between the proposed MPPT and the PSO based approach.

5.3.1.1. Power tracking with various shading patterns:

Two tests are performed to highlight the proposed algorithm ability to track the

global maximum power point in both cases static and dynamic.

In the first experiment, the I–V and P–V curves are recorded when the PV array

is subject to uniform irradiance conditions. These characteristics are shown in

figures (5.20-a) and (5.20-b), respectively. According to these figures, the

corresponding voltage and current of the MPP are 23.8 V and 3.66 A. The

corresponding dynamic responses of the voltage and the current of the PV array

are given in figure (5.21). It can be seen that the generated voltage and current in

figure (5.21) are around 23.5 V and 3.6 A, presenting a good agreement with

results shown in figures (5.20).This result shows the good operating of the

proposed MPPT algorithm under uniform insolation conditions.

Figure 5.20: I–V and P-V curves of the PV array under uniform insolation and partial shaded

conditions.
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Figure 5.21: Corresponding array voltage, and current waveforms under

uniform insolation condition.

In the second experiment, the PV array operates under uniform insolation

condition until the instant 6 s when a part of the PV array is intentionally shadowed

as shown in figure (5.2). The new recorded I–V and P–V curves are shown in

figure (5.20). The behaviour of the MPPT algorithm before and during the partial

shadow is shown in figure (5.22). As it can be seen in this figure, the generated PV

power is around 20 W, which is the maximum achievable power according to

figure (5.20).

Figure 5.22: Behavior of the new MPPT algorithm before and during the

occurence of partial shadow.



166

5.3.1.2. Comparison with the PSO-based approach:

In this experiment a comparison between the proposed ABC-based MPPT and

the PSO-based MPPT is carried out under three shading patterns (SP1: 1 peak;

SP2: 2 peaks; SP3: 3 peaks). In this comparison, for each pattern, both MPPT

algorithms are executed 200 times. The obtained results, given in Table 5.1, show

the better performance of the ABC-based MPPT especially in term of the number

of successful convergence.

Table 5.1: Comparison between the ABC and PSO based MPPT algorithms

under different shading patterns.

Pattern N°/
Algorithm

Number of successful
convergence (%)

Accuracy
(%)

Average
convergence cycle

SP1
ABC 98.50

97.50
99.22
98.53

10.1
8.9PSO

SP2
ABC 96.00

89.50
98.52
98.26

10.3
9.1PSO

SP3
ABC 93.50

76.00
98.76
97.83

10.4
9.3PSO

5.3.2. ABC-based MPPT for multiple photovoltaic arrays:

The test bench composed of two PV systems of 160w each one that are

mounted on parallel on a resistive is used to assess the performance of the

proposed ABC-based MPPT algorithm of multiple photovoltaic arrays. The real-

time test measurements are also performed for the above-mentioned cases.

Figures (5.23-a:c) show the patterns, with one peak (SP1), two peaks (SP2)

and three peaks (SP3), considered in this experimental study. Each shading

pattern is obtained by sweeping the duty cycle of the DC converters in the range of

10% to 90% with a step change of 0.8%. The obtained data from this sweeping

procedure are collected using the DSP board and plotted in 3D using MatLab

software.
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(a)

(b)
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(c)

Figure 5.23: Considered shading patterns.

5.3.2.1. Power Tracking with various shading patterns:

The ability of the proposed algorithm to track the global maximum power point

in both cases static and dynamic, two tests are carried out:

In the first one, the PV generator is subject to uniform irradiance profile (SP1),

shown in figure (5.23-a). Figure (5.24) shows the dynamic responses of the load

voltage and the load current. In addition to the load current and voltage, the load

power and the duty cycle of each converter are stored in the internal memory of

the DSP board, and then are plotted using Matlab environment as shown in figure

(5.25). According to the output power plot, the steady state value is around 219 W

which perfectly matches the power given in figure (5.23-a).
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Figure 5.24: Load voltage and current dynamic responses under uniform

insolation condition.

Figure 5.25: Collected DSP data under uniform insolation condition.

In the second test, the PV generator is subject to uniform irradiance until 20s. At

this instant a part of the PV generator is intentionally shaded (pattern (SP3) shown

in figure (5.23-c)). The output power, the load current, the output voltage and the
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corresponding duty cycles are shown in figure (5.26). The obtained results show

the good the performance of the ABC algorithm to track the global maximum

power point in both situations; uniform irradiance and partially shaded conditions.

Figure 5.26: Behavior of the new MPPT algorithm before and during the occurence of partial

shadow.

5.3.2.2. Comparison with the PSO-based approach:

In this experiment a comparison between the proposed ABC-based MPPT and

the PSO-based MPPT is carried out under the three shading patterns presented

above. In this comparison, both MPPT algorithms are executed, for each pattern,

200 times. The obtained results, given in Table 5.2, confirm the good performance

of the ABC-based MPPT, especially in terms of number of successful

convergence.
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Table 5.2: Comparison between the ABC and the PSO based MPPT algorithms

under different shading patterns.

Pattern N°/
Algorithm

Number of successful
convergence (%)

Accuracy
(%)

Average
convergence cycle

SP1
ABC 98.50

98.00
99.17
98.43

14.1
11.9PSO

SP2
ABC 96.50

88.50
98.25
98.32

13.5
10.8PSO

SP3
ABC 94.50

73.50
98.64
97.81

12.4
10.3PSO

5.4. Conclusion:

The performance of the developed ABC-based MPPT approaches, that are

dedicated to the control of one-dimensional and multidimensional PV systems,

was experimentally assessed. The feasibility and the effectiveness of the

proposed algorithms were investigated by considering various shading patterns.

The experimental results have shown that, compared to the PSO-based MPPT,

the recent popularly used technique, the proposed ABC-based MPPT algorithm

has provided good performance. However, a slight difference between the

convergence speed of the ABC based-MPPT algorithm and that of the PSO

based-MPPT algorithm has been observed.
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CONCLUSION

The main objective of the present doctoral thesis was the development of

efficient control algorithms for power converters used in grid connected

photovoltaic systems allowing efficiency enhancement while meeting international

standards.

The overall efficiency of the grid connected photovoltaic system depends on

both MPPT stage and inverter stage controllers. MPPT stage efficiency can be

enhanced by using a adequate algorithm capable of extracting the true maximum

power available at the output terminals of the PV array whatever weather

conditions and surrounding obstacles while efficiency enhancement of the inverter

stage can be achieved with an appropriate control algorithm ensuring low total

harmonic distortion and near unity power factor operation.

Regarding MPPT stage, we focused on swarm intelligence based algorithm

especially on bee colony algorithm. This choice was based on the result of

numerous comparative studies between ABC algorithm and several other swarm-

intelligence-based algorithms such as particle swarm optimization and ant colony

optimisation. The comparative results have clearly indicated that ABC

performances are better or at least similar to the performances of these

algorithms. Moreover, they were found to be more attractive in term of

computation efficiency, better solutions accuracy and simpler than other

algorithms.

Two MPPT structures based on artificial bee colony algorithm were deeply

investigated and studied, namely: one-dimensional and multidimensional PV

systems. Performance of these MPPT structures have been evaluated and

compared with P&O algorithm, belonging to conventional MPPT techniques, and

PSO belonging to global search based MPPT techniques. The obtained simulation

results are promising, as the convergence rate of the proposed algorithm is

globally superior than the existing methods. However, a slight difference between

the convergence speed of ABC based-MPPT algorithm and that of PSO based-

MPPT algorithm has been observed. In fact, ABC based-MPPT algorithm has slow

convergence speed toward the global maximum power point than PSO based-
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MPPT algorithm. Experimental verification of the two proposed MPPT structures

based on ABC algorithm has been conducted and compared against PSO based

MPPT techniques. Experimental results were in good agreement with simulations

results.

To deal with power quality problems, an improved and efficient version of the

well-known deadbeat control algorithm suitable for DSP-based platform

implementation has been proposed. In this thesis, single phase current controlled

voltage source inverter topology with L and LCL filter has been investigated to

derive the control strategy. In the proposed enhanced dead beat algorithm, a

simple linear prediction model has been used to compute the future values of all

required state variables for computing the expected pulse width duration. Thus,

phase shift problem, total harmonic distortion and power factor have been

significantly improved.

In addition to the evaluation of each of the proposed algorithms independently,

a computer simulation of the complete single phase grid connected PV system,

incorporating the developed and the auxiliary controllers, was carried out to

assess the operation of the whole system under the proposed the algorithms. The

obtained results have confirmed the good control performance of the proposed

algorithms and the agreement with international standards.

In our point of view, solving the MPPT problem using soft computing techniques

is very promising where lot of opportunities for enhancements and improvements

are feasible. Within the frame of this work, two ABC-based MPPT algorithms have

been developed. Despite their good performances, further enhancements, with

respect to the convergence time, could be obtained using more efficient version of

the ABC algorithm or other new soft computing algorithm.

Finally, although a DSP based bench test was considered to evaluate the

two proposed MPPT approaches, an experimental implementation of the overall

grid connected system, including auxiliary controllers, are still necessary to

further evaluate the proposed control strategies in a real grid-connected system

environment.
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APPENDIX A

LIST OF ABBREVIATIONS

ABC: Artificial bee colony

AC : Alternative current

ACO : Ant colony optimization

ANN : Artificial Neural Network

BL : Bridge-linked configuration

CC-VCI : Current controlled voltage controlled inverter

CCA: Constant current adjustment

CCI : Current controlled inverter

CCM : Continuous Conduction Mode

BCM: Boundary conduction mode

c-Si : Crystalline silicon

CSI : Current source inverter

DC : Direct current

DCM: Discontinuous Conduction Mode

DE : Differential Evolution

EC: Evolutionary computation

EMC : Electromagnetic compatibility

GA: Genetic algorithm

Gmpp Global maximum power point

HC: Hill climbing

I-V: Current-voltage characteristic

Lmpp : Local maximum power point

IEC: International Electrotechnical Commission

IEEE : Institute of Electrical and Electronics Engineers

MPC : Model predictive control
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MPP : Maximum power point

MPPT : Maximum power point tracking

NDZ: Non-detection zone

NOCT : Nominal operation cell temperature

P-V: Power-voltage characteristic

P&O : Perturb and observe technique

PCA : Proportional current adjustment

PCC : Point of common coupling

PF : Power factor

PI Proportional integral controller

PLL : Phase-locked loop

PR Proportional resonant controller

PSO : Particle swarm optimization

PV : Photovoltaic

PVG : Photovoltaic generator

Ppv : Hybrid Mode Spectral Domain

QSG : Quadrature signal generator

RC Repetitive controller

SI: Swarm intelligence

SP : Series-parallel configuration

SRE: Standard reference environment

STD: Standard test conditions

TCT: Total-crossed-tied configuration

THD: Total harmonic distortion

VCI : Voltage controlled inverter

VSI : Voltage source inverter

WT: Wavelet transform
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APPENDIX B

LIST OF SYMBOLS

C1/C2 : Acceleration coefficients

CDC : DC link capacitor

d: Duty cycle

Eg: Band-gap energy

G : Irradiance intensity

Gbest : Global best position

Gref : Irradiance intensity at standard test conditions

I0 : Reverse saturation current

Io,ref: Nominal saturation current

Impp: Current at maximum power point

Isc,ref: Short-circuit current at standard test conditions

IPH: Photocurrent

Isc : Short-circuit current

k: Boltzmann constant

Ki: Integral gain

Kp : proportional gain

n: Diode ideality factor

Np : Number of parallel cells

Ns : Number of series cells

Pi-best : Personal best position

Pmpp : Power at maximum power point

Ppv : Power of the PVG

q: Charge of electron

Rs : Series resistance

Rsh: Parallel resistance
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T: Solar cell temperature

Tref : Temperature at standard test conditions

Ud : DC bus voltage

v: Velocity

Voc ref: Solar cell open-circuit voltage at reference condition

Vgrid : Grid voltage

Vmpp: Voltage at maximum power point

Vnom: Nominal viltage

Voc : Open-circuit voltage

Vt : Thermal voltage

ω: Inertia weight

ωgrid: Grid pulsation

ΔUd : DC bus voltage ripple

Isc: Solar cell short-circuit temperature coefficient
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APPENDIX C

BOOST CONVERTER

A boost converter (step-up converter) is a power converter with an output DC

voltage greater than its input DC voltage. It is a class of switching-mode power

supply (SMPS). A simple boost converter consists of an inductor Lboost, a controlled

switch S and a diode D, filters made of a capacitors are normally added to the output

and the input of the converter to reduce voltage ripples (see figure (C.1)).

Figure C.1: Boost converter schematic.

The operation of a boost converter is to boost or step-up a certain input voltage to

a higher level, at the same time the boost converter steps-down the current as a

natural result of the energy conservation principle, which implies that power, being

the product of voltage and current, must be conserved.

C.1. Modes of operation:

The operation of the boost converter is essentially based on the inductor charge

and discharge. When an inductor is charged, it behaves like a load as it absorbs

energy. On the other hand, when it is discharged, it behaves as an energy source.

The fundamental idea behind the boost effect is the fact that the inductor’s voltage

during a discharging process depends only on the rate of change of its current with

respect to time, and this voltage is independent of the source voltage by which the

inductor was charged. This independency gives the possibility of having an output

voltage greater than the input voltage.

The Boost converter circuit operation can be divided into two phases. Phase 1

begins when the switch S is turned on at t=Ton as shown in figure (C.2-a). The input

current which rises flows through inductor Lboost and switch S. During this mode,

energy is stored in the inductor. Phase 2 begins when the switch is turned off at

t=Toff, the energy stored in the inductor is released through the diode to the output

Load, as shown in Figure (C.2-b).
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Figure C.2: The two operation phases of a boost converter, depending on the state

of the switch S.

The boost converter as all others DC-DC converters has two fundamentally

different modes of operation: Continuous-Conduction Mode (CCM) and

Discontinuous-Conduction Mode (DCM). The boost converter and its control are

designed based on both modes of operation. In the Continuous Conduction mode,

the inductor current flows continuously that is the inductor current is always above

zero throughout the switching period as shown in figure (C.3).

Figure C.3: Waveforms of current and voltage in a boost converter operating in

continuous mode.

In the Discontinuous Conduction Mode, the inductor current is discontinuous, that

is inductor current reaches zero before the end of each switching period, as shown in

figure (C.4).
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Figure C.4: Waveforms of current and voltage in a boost converter operating in

discontinuous mode.

The advantages of CCM over DCM include the DC conversion ratio is independent

of the load, which makes DC analysis of converters operating in CCM easier. While

operating in DCM, the output voltage depends on the load and the duty ratio of the

switch, which makes DC analysis of converters operating in DCM more complicated.

Also, to deliver the same power in DCM as in CCM, the peak currents are higher,

resulting in greater losses in the conduction paths leads to reduced efficiency and

higher peak current can also cause switch stress and greater input and output current

ripple that adversely affects EMC noise issues.

In the following, the electrical analysis is dictated by the choice of operating the

converter "boost" in continuous conduction mode (CCM) and under the below

assumptions:

- The circuit is operating in the steady state.
- The components are ideal.

C.2. Electrical circuit analysis:

C.2.1 Current flows through the inductor:

During the On-state, the switch S is closed, which makes the input voltage Vin

appear across the inductor, which causes a change in current IL flowing through the

inductor during a time period t to be as in (C.1):

inL L VdI V

dt L L
  (C.1)

By integrating the two parts of the equality, we find that:
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min( ) in
L1 L

V
I t t I

L
  (C.2)

We can see that IL(t) has a positive slope, which proves that in this phase, the

inductor is charging.

At the end of the On-state, the increase of IL is therefore:

DT

in inL on 0

1 DT
I V dt V

L L
   (C.3)

D is the duty cycle. It represents the fraction of the commutation period T during

which the switch is on. Therefore D ranges between 0 (S is never on) and 1 (S is

always on).

During the Off-state, the switch S is open, so the inductor current flows through the

load. If we consider zero voltage drop in the diode, and a capacitor large enough for

its voltage to remain constant, the evolution of IL is:

in outL V VdI

dt L


 (C.4)

By integrating the two parts of the equality, we find that:

max( ) in out
L2 L

V V
I t t I

L


  (C.5)

In the case of boost converter Vout is always greater than Vin. Thus, IL(t) has a

negative slope, which proves that in this phase, the inductor is discharging.

Therefore, the variation of IL during the Off-period is:

( )
( ) ( )( )

1 D T

in out in out

L off
0

V V dt V V 1 D T
I T

L L


  

   (C.6)

It should be noted that during the two conduction phases (on/off), IL varies

(increases/decreases) in a ΔIL bandwidth around a mean value ILmean = Iin. See figure

(C.5).

Figure C.5: Inductor's current variation.
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C.2.2 Current flows through the Diode:

During the On-state, the switch S is closed, the diode becomes reverse-biased

and the average current passing through it is zero.

( )DI t 0 (C.7)

During the Off-state, the switch S is open. According to the circuit diagram in figure

(C.2-b) and according to the Kirchhoff's circuit law, we can write:

max( ) ( ) in out
D L2 L

V V
I t I t t I

L


   (C.8)

C.2.3 Current flows through the switch:

During the On-state, the switch S is closed, and if we assume that the switching

resistance RDS_ON is zero. The current flows through the switch can be given by:

min( ) ( ) in
s L1 L

V
I t I t t I

L
   (C.9)

During the Off-state, the switch S is open, and if we assume that the switching

resistance RDS_Off is infinite. The current flows through the switch can be given by:

( )sI t 0 (C.10)

C.2.4 Current flows through the input capacitor:

During the On-state, the switch S is closed. According to the circuit diagram in

figure (C.2-a) and according to the Kirchhoff's circuit law, the current flows through

the input capacitor can be given by:

_( ) ( ) ( )Cin in L1 L mean L1I t I I t I I t    (C.11)

Following the same reasoning as that adopted during the On-state. During the Off-

state, the current flows through the switch can be given by:

_( ) ( ) ( )Cin in L2 L mean L2I t I I t I I t    (C.12)

C.2.5 Current flows through the output capacitor:

Referring to the diagram in Figure (C.2-a), it is clearly shown that the output

capacitor feeds the load RL during the On-state with a constant current Iout given by:

( ) ( ) out
Cout out

load

V
I t I t

R
  (C.13)

During the Off-state, the output capacitor is connected to the source supply via the

inductor L. According to the Kirchhoff's circuit law, the current flows through the

output capacitor can be given by:

( ) ( )Cout L2 outI t I t I 
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Thus,

max( ) in out out
Cout L

load

V V V
I t t I

L R


   (C.14)

C.2.6 Boost converter's gain:

As we consider that the converter operates in steady-state conditions, the amount

of energy stored in each of its components has to be the same at the beginning and

at the end of a commutation cycle. In particular, the energy stored in the inductor is

given by (C.15).

2
L

1
E LI

2
 (C.15)

Therefore, the inductor current has to be the same at the beginning and the end of

the commutation cycle. This can be written as:

L on L off
I I 0    (C.16)

Substituting
L on

I and
L off

I by their expressions yields:

( )( )in out
inL on L off

V V 1 D TDT
I I V 0

L L

 
      (C.17)

This can be written as:

out

in

V 1

V 1 D



(C.18)

This in turns reveals the duty cycle to be:

in

out

V
D 1

V
  (C.19)

From the expression (C.18) it can be seen that the output voltage is always higher

than the input voltage (as the duty cycle goes from 0 to 1), and that it increases with

D, theoretically to infinity as D approaches 1.
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APPENDIX D

BOOST CONVERTERS DESIGN

In this appendix, boost converters considered in chapter II and IV will be designed.

D.1 Design of the boost converter considered in the second chapter:

In the following, we will design a boost converter interfacing between a PV

generator of 160W and a resistive load of 100 . The block diagram of the

considered system is shown in figure (2.6). Table D.1 summarize electrical

characteristics of the considered PV generator that consist of two series modules BP

SX80.

Table D.1: electrical characteristics of the considered photovoltaic generator.

Open circuit voltage VOC_STC 42 V

Short circuit current ISC_STC 5.17 A

Maximum power PMAX_STC 160 W

Voltage at maximum power VMAX_STC 33.6 V

Current at maximum power IMAX_STC 4.75 A

D.1.1 Switching:

To reduce the size of the inductor, the Boost converter will be switched at a high

frequency. A switching frequency of sF 20 kHz will be used.

D.1.2 Voltage rating:

The input voltage is a function of the temperature, and in a practical calculation,

the voltage variation with temperature of a string consisting of NS cells in series , is

often calculated by using equation (D.1).

_ max min _

_ min max _

. ( )

. ( )

3
OC s STC oc STC

3
OC s STC oc STC

V 2 310 N T T V

V 2 310 N T T V





   

   
(D.1)

Assuming the temperature of the cells can vary from -30 °C to 60 °C, and the

number of cells in series per string is NS=36x2=72 , the open circuit voltage range is:
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_ max

_ min

. ( ) .

. ( ) .

3
OC

3
OC

V 2 310 72 30 25 42 51 1 V

V 2 310 72 60 25 42 36 2 V





     

    
(D.2)

This is the maximum and minimum voltages at open circuit, and the converter

should be able to handle the maximum open circuit voltage even though it is not the

normal operating voltage at MPP. So the maximum operating voltage of the boost

converter becomes:

_ max _ max .pv ocV V 51 1 V  (D.3)

The boost converter supplies a resistive load of Rload 100  , and the maximum

power of the photovoltaic generator is maxP 160 W . Thus, the maximum output

voltage is given by:

_ max _ max .out pv loadV P R 160 100 126 5 V    (D.4)

D.1.3 Current rating:

Since the converter will operate in continuous conduction mode (CCM), a lower

current limit must be set. It is desired to have a large operating range of the

converter, and thus a low limit, but at the same time it is desired to keep the boost

inductor as small as possible, and thus a higher limit. So a minimum input current

limit of /LI 2 is therefore used, and the maximum input current is equal the short

circuit current of the PV generator. With the ripple inductor current is chosen to be

% .L scI 10 I 0 5A    . Giving an operating range of:

. .pv0 25 A I 5 17 A  (D.5)

The maximum input current is equal to the maximum current delivered by the PV

generator. Thus, the maximum input current is given by:

_ max _ .in SC STCI I 5 17 A  (D.6)

The maximum output current is given by:

_ max

_ max

.
.out

out

load

V 126 5
I 1 26 A

R 100
   (D.7)
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D.1.4 Duty cycle limits:

In order to find the MPP in different situations, a large search space is needed.

Thus, the chosen duty cycle limits are:

min

max

.

.

D 0 05

D 0 95




(D.5)

D.1.5 Boost inductor:

When the photovoltaic generator feeds a resistive load via a Boost converter, the

indicator of this latter is designated by following the two complementary conditions

given below:

( ) . .
max

.

2
L

boost

s

1 D D R
L

2 F

 
  

 
(D.6)

min

.

.

pv

boost

L s

V D
L L

I F
 


(D.7)

This latter condition is very important, because the inductor current ripple

considerably affects the operating point of the PV generator.

As seen from the equation(D.6), the only variable is the duty cycle d. In the figure

below the boost inductor is shown as a function of the duty cycle.
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Figure D.1: Boost inductor as a function of the duty cycle.

Taking the value of the duty cycle in which the first condition is at its maximal

value, and replacing it in the second condition with pv pv_maxV V , the value of the

minimum inductance is:

min

. /
.

.

51 1 1 3
L 1 7mH

0 5 20000


 


(D.8)

We have chosen:

boostL 2mH (D.9)

D.1.6 Input capacitor:

The PV panel can be seen as a current source, and it is needful to convert it to a

voltage source by adding a capacitor in parallel. In this way the capacitor will handle

the ripple current from the boost inductor, smooth the current from the PV generator,

and keep the PV generator voltage ripple at a minimum.

On the basis of equations (C.11) and (C.12), figure below shows the charge

quantity exchanged by the input capacitor Cin during a switching period T.

Figure D.2: Input capacitor charge behaviour during one switching period.

Q is the triangle area, which is given by:

L L

s

I I1 T
Q

2 2 2 8F

 
   (D.10)

In addition, charge-voltage relationship of a capacitor is given by:
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Q C V   (D.11)

Combining (D.10) and (D.11), and choosing _ max% .in pvV 1 V 0 51V   , the minimum

value of the input capacitor is given by:

_ min

.
.

.
6L

in

in s

I 0 51
C 6 25 10 F

8 V F 8 0 5 20000


   
  

(D.12)

We have chosen:

inC 220uF (D.13)

D.1.7 Output capacitor:

To size the output capacitor, we will follow the same reasoning as that used for the

input capacitor.

On the basis of equations (C.13) and (C.14), figure below shows the charge

quantity exchanged by the output capacitor Cout during a switching period T.

Figure D.3: Output capacitor charge behaviour during one switching period.

Q is the square area, which is given by:

. . outQ DT I  (D.14)

Combining this latter equation with equation (D.11), we can found the minimal

output capacitor expression:

max _ max

_ min

. out

out

out s

D I
C

V F



(D.15)

For:
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The maximum duty cycle max .D 0 95

The maximal output current _ max .outI 1 26 A

The output voltage ripple _ max% .out outV 1 V 1 26V  

_ min

. .
.

.
6

out

0 95 1 26
C 47 5 10 F

1 26 20000


  


(D.16)

We have chosen:

outC 220uF (D.17)

D.2 Design of the boost converter considered in the fourth chapter:

In the following, a boost converter interfacing between a PV generator of 1.92kW

and a grid connected inverter will be designed. The block diagram of the considered

system is shown in figure (4.24). Table D.2 summarize electrical characteristics of the

considered PV generator that consist of two strings in parallel and each string has 12

modules BP SX80.

Table D.2: electrical characteristics the considered photovoltaic generator.

Open circuit voltage VOC_STC 252 V

Short circuit current ISC_STC 10.34 A

Maximum power PMAX_STC 1.92 kW

Voltage at maximum power VMAX_STC 201.6 V

Current at maximum power IMAX_STC 9.5 A

D.2.1 Switching:

To reduce the size of the inductor, the Boost converter will be switched at a high

frequency. A switching frequency of sF 50 kHz will be used.

D.2.2 Voltage rating:

The input voltage is a function of the temperature, and in a practical calculation,

the voltage variation with temperature of a string consisting of NS cells in series , is

often calculated by using equation (D.1).
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Assuming the temperature of the cells can vary from -30 °C to 60 °C, and the

number of cells in series per string is NS=36x12=432 , the open circuit voltage range

is:

_ max

_ min

. ( ) .

. ( ) .

3
OC

3
OC

V 2 310 432 30 25 252 306 6 V

V 2 310 432 60 25 252 217 2 V





     

    
(D.18)

This is the maximum and minimum voltages at open circuit, and the converter

should be able to handle the maximum open circuit voltage even though it is not the

normal operating voltage at MPP. So the maximum operating voltage of the boost

converter becomes:

_ max _ max .pv ocV V 306 6 V  (D.19)

The inverter will be connected to a single‐phase 220Vrms grid, and in order to

ensure a power flow from PV side to grid side, the DC bus voltage ( dU ) must be

higher than the peak value of the grid voltage ( _grid rmsV ). Based on this the needed,

the DC‐link voltage can be calculated based on the equation (1.14).

2 * 220 10% * 220 333.12dU V   (D.20)

We have chosen the DC bus voltage to be 400dU V .

D.2.3 Current rating:

Since the converter will operate in continuous conduction mode (CCM), a lower

current limit must be set. It is desired to have a large operating range of the

converter, and thus a low limit, but at the same time it is desired to keep the boost

inductor as small as possible, and thus a higher limit. So a minimum input current

limit of /LI 2 is therefore used, and the maximum input current is equal the short

circuit current of the PV generator. With the ripple inductor current is chosen to be

% .L scI 5 I 0 5A    . Giving an operating range of:

[ . , . ]pvI 0 25 A 10 34 A (D.21)

D.2.4 Duty cycle limits:

In order to find the MPP in different situation a large search space is needed.

Thus, the chosen duty cycle limits are:
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min

max

.

.

d 0 1

d 0 9




(D.22)

D.2.5 Boost inductor:

The following equation is a good estimation for the right inductor:

min

( )

. .

PV d pv

boost

L s d

V U V
L L

I F U


 


(D.23)

As seen from the equation, the only variable is the PV voltage. In the figure below

the boost inductor is shown as a function of the PV voltage.

Figure D.4: Boost inductor as a function of the PV voltage.

It can be shown that the minimum inductance value to be chosen is minL 4 mH .

We have chosen:

boostL 5mH (D.24)

D.2.6 Input capacitor:

Following the same reasoning as that used in section (D.1.6), the minimal input

capacitor value can be given as following:
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_ min

.
. 6L

in

in s

I 0 5
C 41 6 10 F

8 V F 8 3 50000


   
  

(D.25)

We have chosen:

inC 220uF (D.26)

D.2.7 DC link capacitor:

Figure below shows the charge quantity exchanged by the DC-link capacitor CDC.

Figure D.5: DC link capacitor charge behaviour.

In unity power factor operation of PV inverter, the voltage and the current

expressions at inverter output are given by:

_

_

sin( )

sin( )

grid grid rms grid

injected injected rms grid

V 2V t

V 2I t








(D.27)

So, the instantaneous output power of the inverter can be expressed as following:

_ _ sin ( )2
AC grid rms injected rms gridP 2V I t (D.28)

Applying a simple trigonometric identity yields a new form of (D.28):

_ _ _ _ cos( )AC grid rms injected rms grid rms injected rms gridP V I V I 2 t  (D.29)
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If losses are neglected, the average output power of the inverter is equal to the

generated PV power, therefore the output power can be expressed as:

cos( )AC pv PV gridP P P 2 t  (D.30)

The net power into or out of the DC bus (DC link capacitor) is described by:

Bus pv ACP P P  (D.31)

Combining (D.30) and (D.31) yields the instantaneous DC bus power that the

capacitor will need to sink or source every half cycle:

cos( )Bus PV gridP P 2 t (D.32)

Integrating (D.32) for one half cycle ( / 4 to /3 4 ) and setting it equal to the

expression for energy stored in a capacitor given by (D.11), rearranging the result,

the equation to size the input capacitor is expressed as:

2

pv

DC

grid d d

P
C

U U


  
(D.33)

So, for Ppv=1.92kW, Ud=400V and %d dU 1 U  , the DC bus capacitor value is

given by:

31920
1.91 10

2 6.28 50 400 4
DCC F  

   
(D.34)

We have chosen:

DCC 3mF (D.35)
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APPENDIX E

L-FILTER AND LCL-FILTER

MODELS AND DESIGN PROCEDURES

This appendix addresses the mathematical model and the design procedure of the

L (inductive) filter and the LCL (inductive-capacitive-inductive) filter for single-phase

full bridge grid connected inverters.

E.1 Filters model:

In this section the state-space models and the transfer functions of the considered

filters are obtained, given that the parasitic resistances are neglected.

E.1.1 L-filter model:

According to figures (3.1 and 3.2-a), the output current is related to the output

voltage of the inverter and the utility grid voltage by the following equation:

( )
( ) ( )L

0 grid

dI t
L U t U t

dt
  (E.1)

where L is the filter inductance, ( )LI t is the current in inductance L (the injected

current), ( )gridU t is the grid voltage, and ( )0U t is the inverter output voltage.

The transfer function from 0U to LI , L

0

I

U
is given by:

( )
.

L
L

0

I 1
G s

U L s
  (E.2)

E.1.2 LCL-filter model:

The bloc diagram of a grid connected inverter through an LCL filter is shown in

figures (3.1 and 3.2-b). Define ( )L1I t as the current through the inductor 1L , ( )L2I t as

the current through the inductor 2L (the injected current), and ( )CV t as the voltage

across the capacitorC . Then the model of the system is given by:

( )
( ) ( )L1

1 0 c

dI t
L U t V t

dt
  (E.3)

( )
( ) ( )L2

2 C grid

dI t
L V t U t

dt
  (E.4)
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( )
( ) ( )C

L1 L2

dV t
C I t I t

dt
  (E.5)

The transfer function from 0U to L2I , L2

0

I

U
is given by:

( )
. . . ( ).

L2 1
LCL 3

0 1 2 1 2

I L
G s

U L L C s L L s
 

 
(E.6)

The resonant frequency is:

1 2
res

1 2

L L

L L C



 (E.7)

E.2 Filters design:

E.2.1 L-filter design:

The selection for the L inductor of figure (3.2-a) can be done in terms of the

desired current ripple at the switching frequency:

_ max. .
d

L s

U
L

8 I F



(E.8)

Where Fs is the switching frequency (Hz) of the inverter, Ud is the DC-link voltage

and ΔIL_max is the maximum ripple magnitude percentage (2.5% - 25%).

E.2.2 LCL-filter design:

There are some limits on the parameter values when designing a LCL-filter, such

as:

- The capacitance is limited by the reactive power factor.

- The resonant frequency res should be in range: s
g res10

2


   to avoid

resonance problems, where g is the utility frequency (rad/s) and s is the switching

frequency (rad/s).

The total filter inductance can be calculated by considering the maximum current

ripple using equation (E.8).

By adding a capacitor, the total filter inductance is divided into two parts: the

inverter-side inductance L1 and grid-side inductance L2. These inductance values

have the following relationship:
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1 2L aL (E.9)

where a is the inductance index (a≥1). 

The filter capacitance C can be determined by considering the reactive power

absorbed in filter capacitor as following:

rPc ated
2 2

g grid g grid

Q
C

U U


 
  (E.10)

where Qc is the reactive power absorbed by filter capacitor, Prated is the rated power

and  is the reactive power factor normally less than 10%.

E.3 Design of filters considered in the third and the fourth chapter:

In the following, we will design inverters output filters used in the third and the

fourth chapter. In which the DC bus voltage is set to 400v, and in order to decrease

the lower harmonic content, a high switching frequency will be applied. It also

reduces the size of the capacitive and inductive filters components, and enables

faster response of the controller. A switching frequency of 10kHz will be used.

E.3.1 Design of inverter output filters considered in the third chapter:

In the following, the Inverter output filters will be designed for a rating power of

2.2kW.

A. L-filter:

For Ud=400v, Fs=10kHz,Irate=10A and using a 2.5% of the rated current for the

current ripple, because it is considered as an acceptable value in terms of inductor

size and current ripple.

The L-filter inductor value can be calculated using equation (E.8) as follow:

.

400
L 15mH

8 0 025 10 10000
 

  
(E.11)

B. LCL-filter:

Using the same reasoning as that used to calculate the L-filter inductor value, the

total filter inductor value is equal to 15mH. Thus, the total filter inductance is divided

into two parts: the inverter-side inductance L1 and grid-side inductance L2 using

equation (E.9) for a=2:

1

2

L 10mH

L 5mH




(E.12)
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Thus, the filter capacitor value can be determined by considering the reactive

power factor %5  using equation (E.10) as following:

. .
2

2200
C 0 05 7 23uF

2 50 220
 

  
(E.13)

E.3.1 Design of the LCL-filter considered in the fourth chapter:

The total peak power of the photovoltaic generator used in the fourth chapter

simulations is 1.92kW, so the LCL-filter used in the third chapter simulation is

oversized. Therefore no further calculations will be made, and the same LCL-filter

configuration as that used in the third chapter will be used in fourth chapter

simulations.
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