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Abstract 
It often happens that articles that appear in the press or sometimes entire books are not signed 

and we know nothing about their author. It also happens that authors attribute to themselves 

the authorship of an unsigned article or book or, on the contrary, that critics question this 

authorship. 

The idea of the present subject and of being able to attest whether, according to the style of 

this or that other author, an unsigned article could be from him or not. 

Our interest in the subject applies to journalistic articles in Arabic with nationalist or even 

revolutionary connotations from the pre-revolutionary Algerian period that appeared in Ech-

Chihâb and/or El-Bassā'ir. 

Unfortunately we didn't manage to found a proper Arabic data concern our topic , therefore 

we used a English one. 

The Ech-Chihâb of IbnBadîs appeared from 1925 to 1939 first in weekly and then monthly 

form. 

El-Bassa ‘ir was the organ of the Association of Algerian Muslim Ulemas from 1935 to 1939 

and then slipped voluntarily during the Second World War to reappear only in 1947 to be 

suspended by the colonial administration in 1946. 

Both newspapers contained religious, social, and biographical articles with moralistic aims, 

but also contained sections of national or foreign policy, which are of particular interest to us. 

 

 

 

 

 

 

 

 



 

 

 

Résumé 
Il arrive souvent que des articles parus dans la presse ou parfois des livres entiers ne soient 

pas signés et on ne sait rien de leur auteur. Il arrive aussi que les auteurs s‘attribuent la 

paternité d‘un article ou d‘un livre non signé ou, au contraire, que les critiques remettent en 

question cette paternité. 

L‘idée du sujet présent et de pouvoir attester si, selon le style de tel ou tel autre auteur, un 

article non signé pourrait être de lui ou non. 

Notre intérêt pour le sujet s‘applique aux articles journalistiques en arabe à connotation 

nationaliste voire révolutionnaire de la période algérienne pré-révolutionnaire parus dans Ech-

Chihâb et/ou El-Bassâ‘ir. 

Malheureusement, nous n‘avons pas réussi à trouver une bonne donnée arabe concernant 

notre sujet , donc nous avons utilisé un anglais. 

Le Ech-Chihâb d‘Ibn Badîs est apparu de 1925 à 1939 d‘abord sous forme hebdomadaire puis 

mensuelle. 

El-Bassa ‘ir a été l‘organe de l‘Association des oulémas musulmans algériens de 1935 à 1939 

et a ensuite glissé volontairement pendant la Seconde Guerre mondiale pour réapparaître 

seulement en 1947 pour être suspendu par l‘administration coloniale en 1946. 

Les deux journaux contenaient des articles religieux, sociaux et biographiques à but moraliste, 

mais aussi des sections de politique nationale ou étrangère, qui nous intéressent 

particulièrement. 

 

 

 

 

 

 

 



 

 

 

 الملخص
 ػِ شٜء أٛ ٝؼُشف ٗلا اىناٍيح اىنرة ذ٘قٞغ ٝرٌ لا الأحٞاُ تؼط أٗفٜ اىصحافح فٜ اىَْش٘سج اىَقالاخ أُ ٍاٝحذز غاىثًا

 ٕزا فٜ اىْقاد ٝشنل رىل، ٍِ اىؼنس أٗ،ػيٚ ٍ٘قغ غٞش مراب أٗ ىَقاه ٍؤىفُ٘ أٌّٖ اىَؤىفُ٘ ٝذػٜ أُ أٝعًا ٝحذز. ٍؤىفٖا

 ..اىرأىٞف

 ىٔ ذنُ٘ أُ َٝنِ ٍ٘قؼح غٞش راك،ٍقاىح أٗ اىَؤىف ٕزا لأسي٘ب ماُ،ٗفقًا إرا ٍا إثثاخ ػيٚ ٗاىقذسج اىحاىٜ اىَ٘ظ٘ع فنشج

 ..أٍلا

 ٍاقثو فرشج ٍِ اىث٘سٝح حرٚ أٗ اىقٍ٘ٞح اىذلالاخ راخ اىؼشتٞح تاىيغح اىصحفٞح اىَقالاخ ػيٚ ْٝطثق تاىَ٘ظ٘ع إرَاٍْا

 ..اىثصائش أٗ / ٗ اىصٞاد فٜ ٗاىَْش٘سج اىجزائشٝح اىث٘سج

 ..الإّجيٞزٝح تاىيغح ٗاحذج اسرخذٍْا ىَ٘ظ٘ػْا،ىزىل جٞذج ػشتٞح تٞاّاخ اىؼث٘سػيٚ ٍِ ّرَنِ ىٌ اىحع، ىس٘ء

 ..شٖشًٝا ثٌ أسث٘ػٜ شنو فٜ 1939 ػاً إىٚ 1925 ػاً ٍِ اىشٖاب تادٝس اتِ ظٖش

ا ػٞش اىثساغ ماّد ً٘  خلاه ذط٘اػٞح اّزىق ،ثٌ 1939إىىؼاً 1935 ػاً ٍِ اىجزائشِٝٞ اىَسيَِٞ اىؼيَاء جَؼٞح فٜ ػع

 .1946.ػاً فٜ الاسرؼَاسٝح الإداسج قثو ٍِ ىرؼيق 1947 ػاً فٜ أخشٙ ٍشج ىرظٖش اىثاّٞح اىؼاىَٞح اىحشب

 ٍِ أقساً ػيٚ ذحر٘ٛ أٝعًا أخلاقٜ،ٗىنِ غشض راخ راذٞح ٗسٞشج ٗاجرَاػٞح دْٝٞح ٍقالاخ ػيٚ اىصحٞفرِٞ ميرا ذحر٘ٛ

 ..صخا تشنو ذَْٖا اىخاسجٞح،ٗاىرٜ أٗ اى٘غْٞح اىسٞاسح
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1.1 Work context 

If most authors are known, some had to use borrowed names or simply did not sign 

their articles for fear that the presence of their name in plain language would be material, for 

the colonial administration, to suspend these two newspapers which were the spearhead of the 

Muslim reform movement and thereby to destroy the movement which is one of the major 

factors in the outbreak of the Revolution of November 1, 1954. 

1.2 Problematic 

In the world of writing production (books, press articles, studies, etc.), it can happen 

that unscrupulous authors plagiarize the work of other authors. Thus the 18th century sees the 

advent of the individual, claiming for himself the property of his work. Moreover, the word 

plagiarism was born in 1697 in the Dictionnaire de Pierre Bayle, while the verb "plagier" 

would be hatched in 1801 under the pen of the picturesque and fertile Louis Sébastien Mercier 

who was so plagiarized."[1] 

So what is plagiarism? 

According to the Robert, plagiarism is ―copying an author by wrongly attributing parts 

of his work‖. 

A more explicit definition or at least more explanation found on the University of Namur 

website says that it is the fact of ―copying someone‘s work or part of it and claiming 

authorship‖. 

If copying ―part of the work‖ is a matter of plagiarism, how do you do it with quotations?  

Are they plagiarism or are they allowed and, if so, how high? 

It would seem that It is only with the printing press that the indicators of quotation are 

introduced into the text, it is only from this invention that quotation acquires its proper 

meaning, modern, full, and that it defines a specific category in the practice of the text.‖[2] 

Therefore, there is no harm in repeating sentences from another author while 

respecting certain rules, including framing the quotation by quotation marks or placing it in 

another color or another attribute of the characters used and returning it to the reference from 

which the quotation. 

Logic would like the quotation not to be too long because otherwise it would risk 

becoming plagiarism. 

However, it often happens that a work «pumps» literally whole sandwiches and, 

therefore, it is no longer an original work but a disguised plagiarism. 

There is another problem with plagiarism, which is similar to plagiarism, and that is 

when we have anonymous writings, of which an author, years after publication, claims to be 

the author. 
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These types of problems are not common. However, they do exist and we give some 

examples below. 

When Algeria was in the throes of colonialism, it often happened that talented 

publicists did not sign their articles or use pseudonyms to avoid problems with the 

administration whichMight have banned them from publishing anything. Thus we find articles 

in the Chiheb of Benbadis signed ―al-fata azzouaoui‖, ―kâtibkabîr‖, ―al mansûr‖… For 

connoisseurs, these names are not enigmatic. 

The problem which is at the origin of the idea of subject and a considerable amount of 

political articles published in the Chiheb and which are not signed outright. Among these 

articles, some form a kind of cornerstone in the ideology of revolutionary and post-colonial 

Algeria. The latter show the fierce nationnalism of their author. 

In this category there is a collection of three articles which originated from an article 

by Mr. Ferh²at Abbas who represented the leader of the assimilationists. In his article ―France 

is me!‖ Ferhat Abbas wrote, ―If I had discovered the ―Algerian nation,‖ I would be a 

nationalist… And yet I will not die for the ―Algerian homeland‖, because that homeland does 

not exist. I have not discovered it. I questioned the history, I questioned the living and the 

dead; I visited the cemeteries: no one told me about it. No doubt I found ―the Arab Empire‖, 

the Muslim Empire, which honours Islam and our race. But those empires are extinct. They 

corresponded to the Latin Empire and the Holy Roman Empire of the medieval period. They 

were born for a time and a humanity that are no longer ours . . . We have once and for all 

discarded the clouds and the chimeras to definitively link our future with that of the French 

work in this country.»[3] 

As soon as it appeared, an article entitled "A clear answer!" (ميَحصشٝحح) appeared in 

the Chihab where it says: 

The Algerian nation is not France, it cannot become it, it does not want to become it, it 

could not become it even if it wanted to! It is a nation very far from France, in its language, in 

its uses, in its components, in its religion and it refuses to integrate. It has a clean country and 

that country is Algeria!‖ 

إُ الأٍح اىجزائشٝح ىٞسد ٕٜ فشّسا، ٗلا َٝنِ أُ ذنُ٘ فشّسا، ٗلا ذشٝذ أُ ذصٞش فشّسا، ٗلا ذسرطٞغ أُ ذصٞش فشّسا ى٘ "

، فٜ ىغرٖا، ٗفٜ أخلاقٖا، ٗػْصشٕا، ٗفٜ دْٖٝا، لا ذشٝذ أُ ذْذٍج ٗىٖا ...أسادخ، تو ٕٜ أٍح تؼٞذج ػِ فشّسا مو اىثؼذ

 "ٗغِ ٍؼِٞ ٕ٘ اى٘غِ اىجزائشٛ

Some authors such as Mohamed Salah Ramadhan explain that this quote has become 

the credo of Muslim nationalists for fifty years and that parents have been trying to teach their 

children by heart. 

The value of this quotation, which concludes the answer to Ferhat Abbas and which 

led to his «repentance» since he will come to apologize to Benbadis, is very great. It appears 

in the section reserved in the newspaper for the column usually reserved for Ahmed Tewfik el 

Madani. The latter, from 1976, published his memoirs in three volumes on a total of about 

1490 pages. In the second volume reserved for the militantism of the author from 1925 to 

1954 in Algeria where he was one of the most influential members of the Muslim reformist 

movement, the latter explains how Ferhat Abbas published his article deemed insulting and 

how he wrote his reply entitled ―kalimasariha‖. The other tells us in his memoirs how 
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Benbadis went especially to Algiers to congratulate Tewfik el Madani for this scathing 

response against the followers of assimilationism and to discuss with him the consequences of  

the publication of the article because the administration The colonial was not going to 

be silent. 

As the article in question had appeared in Benbadis' newspaper, and that it was not 

signed as almost all the articles of Tewfik el Madani, it was only natural that people believe 

that Benbadis was the author. When Tewfik el Madani asserted that he was the author of it, an 

outcry took place by some students of Benbadis to refuse Tewfik el Madani his declaration 

and it resulted in a real war against him which will even lead to the production of a pamphlet. 

The primary objective of this work was to repair this enormous injustice by using 

modern computer techniques to determine the degree of likelihood of the author being 

Benbadis or Tewfik el Madani. 

The only major asset for this would be to start from the simple style of writing to try to 

detect who is the author. 

It is therefore important to define an author‘s style. 

1.3 The style of an author 

It is not very easy to describe the style of an author. In the specific case of Mr. Ahmed 

Tewfik el Madani, Mr. Mohamed Salah Ramadan says that his style is ―sahlmoumtanaa‖, 

which would translate into ―inimitable although simple‖. In fact, Ahmed Tewfik el Madani 

does not find in almost all of his written production -which is huge compared to the other 

actors of Algerian Muslim reformism of the 1930s- outdated words, complex phrases, 

parables. The language is simple, direct and yet eminently elegant. 

Other authors such as Mubarek el Mili and BachirIbrahimi use sadj‖ (the rhyme) a lot 

in their writings. They sometimes use unusual or even unknown words. 

Here is an example of Bachir el Ibrahimi‘s pen: 

ى٘ ٍاخ اىَْصف تالأغ٘اغ ىطافد اىجزائش تجثَأّ ػذج أش٘اغ، ٗىزٕثد فٞٔ ٍزٕة اىؼشب فٜ راخ أّ٘اغ، ٗىغسيرٔ » 

 تاىؼثشاخ اىَسف٘حح، ٗمفّْرٔ تأىفاف اىقي٘ب، ٗدفْرٔ فٜ ٍسرقشّ اىؼقٞذج ٗاى٘اجة ٍِ ّف٘سٔ

ٗى٘ ٍاخ تأٝح تقؼح ٍِ أسض … ٗى٘ ٍاخ ترْس ىرإد فخشا ػيٚ اىثغ٘س، ٗتإد تًٞ٘ ٍ٘ذٔ أٝاٍٖا فٜ غاتشاخ اىؼص٘س

ِ ٍاخ ٍٞرح اىششف فٖٞا،  َّ اىجزائش ىناّد ٕٜ ذّ٘س ّعشج ٗاخعشاسا، ٗلامرسثد اىجزائش تجَٞغ أقطاسٕا ششفا ٍ

 ٍِ ٌّ ٗىقثسد ٍؼاّٜ ٍِ اىفذاء ٗاىرعحٞح تؼذ ػٖذٕا تَثيٖا، ٗىفغَرٖا ّفحح ساغؼح ٍِ ػز الإٍاسج حشٍرٖا الأّ٘ف اىش

 "…أتْائٖا ٍْز أٝاً ػثذ اىقادس، ٗىرسَؼد ّغَح ساحشج ػطّيد آراّٖا ٍْٖا ٍِ ػٖذ ػٖٞذ

Also on the lexical level, we note that Ahmed Tewfik el Madani uses common terms 

in Tunisia, the country that saw him born. Thus we find extressions such as «ٓ٘رٕثير" or 

 .that we only find in him ّشفؼؼقٞشذْا We see him using fairly clean expressions such as ."خشجر٘ا

On a thematic level, Benbadis writes in the religious field. The two main sections of 

his writings concern tafsîr and hadith. He also writes biographies of companions of the 

prophet. 

Tewfik el Madani specialized in foreign policy of which he was the master in Tunisia 

then in Algeria. He also wrote in national politics but also in history. His training at the Zitûna 
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in Tunis focused on history and he will write countless books and studies and give numerous 

lectures on historical themes relating to Algeria but also to the Muslim world. 

It would have been quite certain that the work would have conclusively determined 

that the article kalimasariha is of him since it mentions historical themes which the historian 

juggles with. 

Unfortunately, modern techniques such as elearning require a consistent dataset. 

However, although the production of Tewfik el Madani is enormous, it does not exist in the 

form of a usable text document, nor does this of Benbadis. 

Also, we will remain hungry and try to validate the approach that we will explain on a 

dataset of English authors. 

The work can then be tested as soon as an Arabic dataset is available. 

1.4 Objectives 

The objective of this work is therefore to study the existing methods for detecting 

plagiarism or identifying an author by his style. 

An analysis of the results published by their authors on the use of this or that method 

will guide us on the direction to take. 

1.5 Memory organization 

Chapter I: Introduction 

Chapter II: State of the art of related work 

Chapter III: State of the art on classification 

Chapter IV: Designing an Author Detection Application by Style 

Chapter V: Implementation and Testing 
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Chapter II: State of the art of related work 

2.1 Introduction  

The automatic detection of an author or a writer who writes an article or a text in a 

journal that identifies itself not his personal information and sometimes it was important to 

know the writer is all based on the writing style, If the machine can detect one author on the 

other using deep learning, this type of detection is most effective in identifying author by 

another or a free writer who just writes a text in a journal by another known writer who relies 

on intrinsic detection that exploits data from within documents, The detection of authors by 

study of the writing style of the document is the most common form of intrinsic plagiarism 

detection , contains problems such as relevant text cutting and collection of stylistic data. 

In this chapter we will demonstrate what this based for identification a style of an 

author, and we will illustrate the experiment on Giono also we will talk about some method 

used to help at the level of deep learning how to identify a style. 

2.2  Pen measurements  

2.2.1 definition  

Stylometry is a field of linguistics that is based on statistics for stylistic properties of a 

pen text of an article is based on the analysis of linguistics , detection and automatic grouping 

of writing style in an article or text these are the pen variables,it is used to identify the style of 

an author it is possible to calculate, to make factor analyses, statistical forecasts, comparisons. 

Stylometry is a branch of linguistics concerned with the quantitative description of the 

stylistic properties of texts. In some cases, it allows to solve problems of authorship of 

disputed texts and to discover the probable chronology of the works of a given author. A 

historical overview of pen measurements shows that there was not a single scientist whose 

work could be considered decisive in its development. At the same time, the literature on the 

history of pen work shows that authors treat available material selectively, preferring some 

researchers while completely ignoring others. WincentyLutosławski (1863-1954) is a good 

example of a scientist forgotten (or underestimated) by contemporary scholars. However, it 

was he who coined the term "stylometry" already at the end of the 19th century and defined 

the principles of this "new science". This article presents and discusses the following 

questions: the importance of chronology in the interpretation of Platonic philosophy, the 

definition and objectives of the pen, the most important Platonic chronologies, a description 

and assessment of Lutosławski‘s contribution to the development of pen methodology, and 

the origins of pen measurement. Finally, we will attempt to (re)determine Lutosławski‘s place 

in the history of language sciences [4]. 
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2.2.2 historic 

Since the 19th century, Mendenhall (1887) suggests that by analysing the internal 

characteristics of a text one can recognize the author. Since then, document pen techniques 

have made significant advances and research [5] has applied this finding to plagiarism 

detection. Some of this research focuses on extracting and monitoring the most relevant pen 

data. Stein and Eissen (2007) and Zamani et al. (2014) monitor the proportions of lexical class 

use within segments in order to discern which are the most relevant to the author‘s style. 

Oberreuter and Velásquez (2013) favour, on the other hand, the frequency of terms as a pen 

data to be monitored. At the same time, research on learning and classification (Layton et al., 

2013) has emerged. They characterize an author‘s style by a n-gram language model, so they 

train their module on a corpus of learning authors and apply the resulting model on test runs 

in order to calculate the most likely author [6]. 

2.3 Experimentation on Giono 

2.3.1 Introduction 

What if artificial intelligence can identify a writer‘s style? And if, automatically, the 

machine was able to identify the characteristics of a writing. 

It is exactly the experimentation that is attempted on Giono , conduct an 

experimentation on a very large corpus that brings together the novel works of Giono 

unpublished.  two bases were thus constituted by E. Brunet: one brings together the 

Romanesque works of Giono, where we distinguish the two well-known ways of writing of 

the Gionian specialists since Hill (1929) on the one hand the pre-Romanesque novelswar, on 

the other chronicles after 1946 - from the King without entertainment. Critics tend to see even 

three ways in distinguishing in the Chronicles the Angelo Cycle inaugurated by Le 

Hussard[7]and grouping together the following works : Le Hussard, Angelo, Crazy 

Happiness, Half-Brigade Stories [8]. The other corpus that serves as reference counts 50 texts 

for 25 authors [9]. 

2.3.2  The prediction stage 

2.3.3     Traditional methods 

The results obtained with the intertextual distance calculations in Hyperbase applied to 

the Giono base only, which makes it possible to highlight the groupings of works according to 

their lexical or syntactic affinities. The texts of the study corpus are compared between them 

and two to two with as internal standard the whole corpus. The following factorial analysis 
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(Figure 1) proposes the calculation on the forms of the corpus.

 

 

Figure 1: Factorial analysis on forms – GIONO database 

We can see the expected distribution between the two ways of Giono (the first in the left 

quadrants of the graph, the second in the right quadrants). There is no defection of the Great 

Flock, even if this work corresponds to a war chronicle and, as such, has a hybrid status – 

belonging to the first chronologically but to the second, a priori, thematically. 
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Figure 2: Tree analysis on lemmas – Giono base 

The distribution is a little more disturbed when it concerns lemmas (Figure 2).The 

bipartition remains with a grouping in a bouquet of the Hussard cycle. However, the works 

seem to affirm their connections according to the lexical fields they develop. Regain and Hill 

are carried by a single branch for example, while The Great Flock takes some freedom from 

novels in the first way, like To greet Melville who finds himself isolated on a single branch. 

 

2.3.4  Deep learning, from model to modelling 

The work is done from the base of fifty novels; this one is trained with all these texts, 

in other words the engineer teaches the machine to recognize the works and their authors from 

the two texts given for each writer; for Giono, the machine has learned to identify The Great 

Flock and The Hussard on the roof as works written by Giono , It is then to present the other 

works of Giono and to observe the rate of recognition performed by the machine: this is the 

first so-called stage of prediction. 

We send texts not included in the database and the algorithm states a degree of 

recognition evaluated in terms of percentages that could be glossed by a formula such as ―this 

text is rather of…‖.  The algorithm proceeds through a window of three words, which means 

that the sequentiality is the only criterion and matches are not chosen based on syntactic 

criteria. Deep learning works in layers and every word is converted into numerical values. 

Frequency concerns not only forms but sequences, linear sequences of forms.words, which 

means that the sequentiality is the only criterion and matches are not chosen based on 

syntactic criteria. Deep learning works in layers and every word is converted into numerical 



Chapter II: State of the art of related work 

 

24 
 

values. Frequency concerns not only forms but sequences, linear sequences of forms. Deep 

learning is sensitive to the different levels of granularity of texts – the grammatical value is, 

for example, independent of the form – and is distinguished from the traditional method by 

the combination of sequential and frequency, by the identification of complex and 

multidimensional motifs, by the intertextuality to be discovered. The results for our corpus of 

studies presented as percentages are gathered in the table below – in red the highest 

recognition rates. 

 

 

 

Figure 3 :Recce Chart 

 

 

2.4 The deconvolution step 

2.4.1 From deep learning 

The deconvolution step leads to the limits of the characterization of a writing. 

Projecting objects are spotted which justify the successful recognition. The deconvolution 

step crosses several criteria: Let‘s take the example of Regain, which has the highest 

recognition rate.The extract analysed is as follows: 

An old roller axle. It is good to have a small box on the chimney, even if, on the small 

box there is marked pepper. It‘s good to have this box ready in case we get a chance to get a 

good mule. That can happen. We‘ll have to see. One cannot always live on borrowed money. 

In the path that descends, there is Arsule and his galoshes; one hears them both. Arsulesings. 
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Figure 4 :Histogram – deconvolutionstep 

 

We obtain a three-data histogram - form, code, lemma - and we can sometimes observe 

one another‘s variable. It turns out that the projections are on the forms «mule», «ca», 

«galoches», «pepper», «roll» for the first extract of 100 words that appears, «ploughs», 

«velvet» for the second as well as on the grammatical codes or grammatical categories «is», 

«a», ―may‖, ―intends‖ for the first excerpt – meaning that these forms are only retained by 

virtue of their verbal nature (Figure 4). 

 

 

 

 

2.4.2  Segmentation for indexing 

First, the idea is to segment the document. It is important that eachsegment retains 

meaning in order to be autonomous and therefore to be potentially written by adifferent 

person. A segmentation in unit of meaning is therefore preferred. Relying onthe work of 

Zechner et al. (2009) is a pseudo-semantic segmentation that has been retained: 

 

a minimum sentence size (in words). The threshold was set at 15 words, size average 

of sentences in the French language [10]. 

The segmentation of documents and articles is treated under a variety of spaces in the 

literature according to the intended purpose, recognition of texts, in the Domain of 

information search, we recognize different methods: 

 Segmentation into a sequence of words; 

 Segmentation in sentences; 

 Segmentation intoparagraphs; 

 Thematic segmentation; 

 Segmentation into logical units reflected in the table of contents; 
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Segmentation by a series of arbitrary words, it leaves aside the syntactical and 

semantic aspects of the text. 

Segmentation in sentences is not reliable when one waits in response for a part of text that 

does not require inference work on the part of the user, knowing that the sentence does not 

have a guarantee of syntactic completeness,  In the same way as segmentation into sentences, 

because of the difficulty of interpreting a paragraph in contexts in which it is attached to a unit 

preceding it or succeeding it [11]. 

 

2.5 Natural  Langage Processing  

2.5.1 introduction  

Today, an increasingly large volume of data on the web is made up, to a very large 

extent, of textual data that can be analysed and exploited for different purposes. IT has 

enabled the development of tools to process information and establish solutions. Among the 

tools and  

Computer techniques related to this field, we find the Automatic Natural Language 

Processing (TALN).solutions. Among the tools and computer techniques related to this field, 

we find the Automatic Natural Language Processing (TALN). Some languages have been 

preferred such as English and French, where searches are centralized to give tools for TALN 

applications. Others, such as the Arabic language, are continuing their research and work to 

propose robust processing tools for proposing TALN applications for these languages. 

2.5.2  Definition of  TALN 

Automatic Natural Language Processing (TALN) refers to the set of research and 

methods that aim to allow a machine to automatically understand human language [12]. Much 

more than just the recognition of terms (or keywords), the TALN aims to ―understand‖ the 

meaning of the sentences, the ideas that emerge from them, and this in the most optimal and 

natural way from a human point of view, and to provide an appropriate response without any 

external intervention being necessary. 

It is the computer sub-domain, in particular artificial intelligence (AI), which aims to 

enable computers to understand and process human language. Technically, the main task of 

the TALN would be to program computers for the analysis and processing of a huge amount 

of natural language data.  

2.5.3 Historic of TALN 

Automatic processing of natural languages was born at the end of the forties of the last 

century, in a very precise scientific and political context [13]. 

 Year [1950 - 1968] 

The beginnings in automatic processing of natural language began in the 1950s in the 

United States where the political context, related to the Cold War is conducive to the 

development of the theme of machine translation. 
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Between 1951 and 1954 Zelling Harris3 published his most important works of linguistics 

(distributionist linguistics); 

1954: The development of the first (very rudimentary) automatic translator some Russian 

phrases, selected in advance, were automatically translated into English 

1956: Dartmouth Summer School sees the birth of artificial intelligence 

1957: N. Chomsky4 publishes his first important works on the syntax of natural languages, 

and on the relations between formal and natural grammars; 

In the late 1960s, Terry Winograd, an MIT researcher, developed a natural language 

program called SHRDLU, allowing his user to converse with a computer to manage a ―world 

of building blocks‖ (a blocks world). displaying on one of the first screens, This is the first 

program that knows how to understand and execute complex orders in natural language. 

1962: First conference on translation (Bar-Hillel5) AlPAC6 report;1966: The ELIZA7 system 

(Weizenbaum);1968: The first (true) translation system (Systran, Russian English);Années 

[1970 - 1980] 

During the 1970s many programmers began to write «conceptual ontologies» is the 

structured set of terms and concepts representing the meaning of a field of information, 

whether by the metadata of a namespace or the elements of a domain of knowledge , the 

purpose of which was to structure the information into data understandable by the computer , 

This is the case of MARGIE (Schank, 1975), SAM (Cullingford, 1978), PAM (Wilensky, 

1978), TaleSpin (Meehan, 1976), SCRUPULE (Lehnert, 1977), Politics (Carbonell, 1979), 

Plot Units (Lehnert, 1981). 

1971: A Smart System in Closed Mode (SHRDLU8), 1976: The METEO translation system 

developed at the Université de Montréal; 

 Year [1990 -2000] 

90s :First corpus, statistical approaches in machine learning. Applications use large corpus 

and statistical methods. 

2000s :Use of the World Wide Web as a corpus. 

 Since [2000]. 

In January 2018, artificial intelligence models developed by Microsoft and Alibaba each 

managed to beat humans in a reading and understanding test at Stanford University. 

November 2018, Google launches BERT, a language model [14]. 

2.5.4 TALN statistic 
The statistical TALN comprises all quantitative approaches to automated language 

processing, including modeling, information theory, and linear algebra [15]. The technology 

for statistical TALN comes primarily from machine learning and data mining, which involves 

learning from data from artificial intelligence. 
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2.5.5 The  levels  of  TALN 

The process of automatic processing of linguistic data requires different levels of 

analysis. The literature refers to morphological analysis, syntactic analysis, semantic analysis 

and pragmatic analysis (Figure 5). In the following we will briefly describe the different 

levels of analysis of a natural language text: 

 

 

 

Figure 5: Representation of TALN levels 

 

 

  

2.6 sorts of analysis 

2.6.1 analysis syntactic 
A formal language is defined by its grammar, whereas natural language is not. Indeed, 

a language is not defined by its syntax, because it is written later and presents only an 

approximation, from which we speak of syntax model. It is this approximation that makes 

parsing non-specific and difficult. 

 

Several methods of syntactic analysis have been developed, such as Lemmatisation, 

Morphology, Morpho-syntactic labeling, Syntactic analysis, Sentence delimitation,  
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Racinisation, Word separation, but the best known is the notion of formal grammar. It 

is presented as a set of derivation rules expressing the structure of syntactical entities such as 

phrase (PH), nominal group (GN), verbal group (GV) and so on. For example, to express that 

a sentence is composed of a nominal group and a verbal group, we use the PH GN + GV rule. 

Also, to express that a nominal group is composed of a determinant and a name, we use the 

GN Det + Name rule. Using this set of rules, it is therefore possible to analyze a number of 

sentences [16], Figure 6 shows an example of an arborescent representation of the sentence: 

<< the student has written the course>> 

 

Figure 6: Syntax tree showing an example sentence 

 

 

2.6.2 analysis semantic 
According to Jean VERONIS9  [17], «In an automatic processing system, the analysis 

of the meaning of sentences usually consists in extracting a simplified, stylized representation 

of a logicomatic type, which will allow later calculations and reasoning».  

Semantic analysis of statements is based on preliminary syntactic analysis. It seeks to 

construct a formal representation allowing reasoning and thus to infer new information from 

the information present in the statement. Among the representations is the logic of the 

proposals. Using logical connectors (such as conjunction ― ‖, disjunction ― ‖, negation ― etc.) 

one can form from the proposals complex new proposals. The logic of the proposals is not 

concerned with the content of the proposals but only with their values of truth. Thus, many 

phenomena cannot be represented in the logic of predicates. 

Another form of representation called "semantic networks" has been proposed, its 

principle being to represent knowledge in the form of a graph (or network) of concepts. Nodes 

represent concepts and arcs represent the relationships between these concepts. Several types 

of relationships between concepts exist such as: EST-UN, SORT-DE, EST-PARTIE-DE, etc.  

The use of these concepts requires navigation tools in the graph to understand the 

meaning of the sentence and the relationships between the different words that make up it.  



Chapter II: State of the art of related work 

 

30 
 

Semantic networks have been expanded to improve the representation and inference of 

knowledge [16]. 9Jean Veronis: French born in 1955, Professor of linguistics and computer 

science, specialist in TAL. 

2.6.3 analysis pragmatic 

According to J-H. JAYEZ10 [18], Pragmatism concerns the study of the environment 

of a sentence, at the time when it is issued; it arises from the idea that a sentence (a statement) 

can take its full meaning only if it is (it) replaced in its original milieu; it is the taking into 

account of all the conditions of production of a sentence, as it is true that an effective 

linguistic act can only take place within a certain communication situation». This level of 

analysis covers everything related to the implicit in the communication. It is therefore the 

level that poses the most problems to be designed and therefore it is much more complex to 

establish, which explains why there is little operational realization, which concerns a few 

applications. We are still far from knowing how to build pragmatic analyzers for the TALN 

[16]. 

2.7 Research fields and applications of TALN 

The field of automatic natural language processing covers a wide range of research 

disciplines which can apply skills as diverse as applied mathematics or signal11 

2.8 Applications related to production where text editing 

Automatic translation: This is one of the most complex problems, says AI-complete, 

which requires a lot of knowledge, not only linguistic, but also about the world. It is the first 

research application, active since the 1950s. 

Automatic generation of texts: Writing texts that are syntactically and semantically 

correct, for example to produce weather reports or automated reports. 

Automatic Text Summary, Restatement and Paraphrasing: Extracting the relevant 

content of a text, detecting the most important information, redundancies, in order to generate 

a coherent text that is humanly credible. 

word sense disambiguation: Still an unresolved problem, determining the meaning of 

a word in a sentence, when it can have several possible meanings, depending on the general 

context. 

spelling correction: in addition to a comparison with dictionary words and a rough 

search to propose corrections, there are grammatical proofreaders who use semantics and 

context to correct homophonies. 

Conversational Agents, and Question and Answer Systems: Combination of a 

language comprehension step and then a text generation step. 

Detection of co-references and resolution of anaphores: Detection of the 

connection between several words of a sentence referring to the same subject. 
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2.9 Conclusion 

In this chapter we have presented the state of the art of TALN based on its history, 

treatment levels, areas of application, which presents many challenges for various fields such 

as automatic processing of natural language or also searching for information. 

To conclude, this notion of pen measurement approach makes it possible to detect 

different styles of writing within the same text and our contribution despite its limitations 

allows to automatically group the stylistic phases by author. 

The calculations of deep learning have proved to be effective for the recognition of an 

author: Giono‘s works have all been recognized (except for about one), after learning about 4 

novels by Giono and 2 novels by 25 other contemporary writers. 

The more traditional tools to observe the lexical and grammatical properties of the 

object of study are complementary to deep learning, while waiting for the progress to come 

regarding the «deconvolution» stage. 
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Chapter III: State of the art on classification 

3.1 Introduction  

In real life, the pieces of information that the brain processes have an inherent 

structure and 

order, and the organization and sequence of every phenomenon we perceive has an 

influence on how we treat them. Examples of this include speech comprehension (the order 

of the words in a sentence), video sequence (the order of the frames in a video), and 

language translation. This prompted the creation of new models. The most important ones 

are grouped under the RNN umbrella. 

 

 

3.2 Definition of RNN  

Recurrent Neural Network (RNN) is a class of deep learning based of the works of 

David Rumelhart in 1986. RNNs are heralded for their ability to process and obtain insights 

from sequential data. Therefore, video analysis, image captioning, natural language 

processing (NLP), and music analysis all depend on the capabilities of recurrent neural 

networks. Unlike standard neural networks that assume independence among data points, 

RNNs actively capture sequential and time dependencies between data. 

 

One of the most defining attributes about RNNs is parameter sharing. Without 

parameter sharing, a model allocates unique parameters to represent each data point in a 

sequence and therefore cannot make inferences about variable length sequences. The impact 

of this limitation can be fully observed in natural language processing. For example, the 

sentences to decode are ―Kobe Bryant is an incredible basketball player‖ and ―An incredible 

basketball player is Kobe Bryant‖. An ideal model should be able to recognize that ‗Kobe 

Bryant‘ is the basketball player discussed in both sentences regardless the position of the 

words. A traditional multilayer network in this scenario would fail because it would create an 

interpretation of the language with respect to the unique weights set for each position (word) 

in the sentence. RNNs, however, would be more suitable for the task as they share weights 

across time steps (i.e. the words in our sentence)—enabling more accurate sentence 

comprehension [19](Figure 7). 
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Figure 7: A condensed representation of Recurrent Neural Network (RNN). It is a neural 

network that recurs over time, which allows information to persist by loops. The f(x) 

represents some squashing function. 

 

3.3 Basic RNN Cell 

Traditional multilayer perceptron neural networks make the assumption that all inputs 

are independent of each other. This assumption is not true for many types of sequence data. 

For example, words in a sentence, musical notes in a composition, stock prices over time, or 

even molecules in a compound, are examples of sequences where an element will display a 

dependence on previous elements. 

RNN cells incorporate this dependence by having a hidden state, or memory, The 

value of the hidden state at any point in time is a function of the value of the hidden state at 

the previous time step, and the value of the input at the current time step, that is: 

 

𝑕𝑡𝑡 =  (𝑕𝑡𝑡 − 1) 

Here, ht and ht-1 are the values of the hidden states at the time t and t-1 respectively, 

and xt is the value of the input at time t. Notice that the equation is recursive, that is, ht-1 can 

be represented in terms of ht-2 and xt-1, and so on, until the beginning of the sequence. This 

is how RNNs encode and incorporate information from arbitrarily long sequences. 
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We can also represent the RNN cell graphically as shown in Figure 8(a). At time t, the 

cell has an input x(t) and output y(t). Part of the output y(t) (represented by the hidden state ht 

) is fed back into the cell for use at a later time step t+1. 

 

Just as in a traditional neural network, where the learned parameters are stored as 

weight matrices, the RNN's parameters are defined by the three weight matrices U, V, and W, 

corresponding to the weights of the input, output, and hidden states respectively: 
 

 
Figure 8: (a) Schematic of an RNN cell; (b) RNN cell unrolled 

Figure 8(b) shows the same RNN in an "unrolled view". Unrolling just means that we 

draw the network out for the complete sequence. The network shown here has three time 

steps, suitable for processing three element sequences. Note that the weight matrices U, V, 

and W, that we spoke about earlier, are shared between each of the time steps. This is because 

we are applying the same operation to different inputs at each time step. Being able to share 

these weights across all the time steps greatly reduces the number of parameters that the RNN 

needs to learn. 

 

We can also describe the RNN as a computation graph in terms of equations. The 

internal state of the RNN at a time t is given by the value of the hidden vector h(t), which is 

the sum of the weight matrix W and the hidden state ht-1 at time t-1, and the product of the 

weight matrix U and the input xtat time t, passed through a tanh activation function. The 

choice of tanh over other activation functions such as sigmoid has to do with it being more 

efficient for learning in practice. 

 

We have omitted explicit reference to the bias terms by incorporating it within the 

matrix. Consider the following equation of a line in an n-dimensional space. Here w1through 

wn refer to the coefficients of the line in each of the n dimensions, and the bias b refers to the 

y-intercept along each of these dimensions. 

 

y =  w1x1 +  w2x2 + ⋯ +  wnxn +  bb 
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We can rewrite the equation in matrix notation as follows: 

 

y =  Wx +  b 
Here W is a matrix of shape (m, n) and b is a vector of shape (m,1), where m is the 

number of rows corresponding to the records inour dataset, and n is the number of columns 

corresponding to thefeatures for each record. Equivalently, we can eliminate the vector b by 

folding it into our matrix W by treating the b vector as a featurecolumn corresponding to the 

"unit" feature of W. Thus: 

 

y =  w1x1 +  w2x2 + ⋯ +  wnxn +  w0  (1) 
=  W′X 

 
Here W' is a matrix of shape (m, n+1), where the last column contains the values of b, 

The resulting notation ends up being more compact and (we believe) easier for the reader to 

comprehend and retain as well. 

 
The output vector ytat time t is the product of the weight matrix V and the hidden state 

ht, passed through a softmax activation, such that the resulting vector is a set of output 

probabilities: 

ht =  tanh⁡(Wht − 1 +  Uxt) 
yt =  softmax(Vht) 

 
Keras provides the SimpleRNN recurrent layer that incorporates all the logic we have 

seen, as well as the more advanced variants such as LSTM and GRU. 
 

 

3.4 Multi-layer perceptron 

3.4.1 Definition 

We present  a network with multiple dense layers, Historically, "perceptron" was the 

name given to a model having one single linear layer, and as a consequence, if it has multiple 

layers, you would call it a multi-layer perceptron (MLP). Note that the input and the output 

layers are visible from outside, while all the other layers in the middle are hidden – hence the 

name hidden layers. In this context, a single layer is simply a linear function and the MLP is 

therefore obtained by stacking multiple single layers one after the other: 
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Figure 9: An example of a multiple layer perceptron 

 In Figure 9 each node in the first hidden layer receives an input and "fires" 

(0,1) according to the values of the associated linear function. Then, the output of the first 

hidden layer is passed to the second layer where another linear function is applied, the results 

of which are passed to the final output layer consisting of one single neuron. It is interesting 

to note that this layered organization vaguely resembles the organization of the human vision 

system. 

3.5 Activation functions 

Sigmoid, Tanh, ELU, LeakyReLU, and ReLU are generally called activation functions in 

neural network jargon. Those gradual changes typical of sigmoid and ReLU functions are the basic 

building blocks to develop a learning algorithm that adapts little by little by progressively reducing the 

mistakes made by our nets. An example of using the activation function 𝜎𝜎 with (x1 , x2 ,..., xm) input 

vector, (w1 , w2 ,..., wm) weight vector, b bias, and ∑ summation is given in (Figure 10). Note that 

TensorFlow 2.0 supports many activation functions : 

 
Figure 10 : An example of an activation function applied after a linear function 
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3.5.1 Activation function – sigmoid 

The sigmoid function defined as (𝑥) = 1 /  1+ 𝑒^-x and represented in the following 

figure has small output changes in the range (0, 1) when the input varies in the range (−∞, ∞). 

Mathematically the function is continuous. A typical sigmoid function is represented in 

(Figure 11): 

 
Figure 11: A sigmoid function with output in the range (0,1) 

 

A neuron can use the sigmoid for computing the nonlinear function (𝑧 = 𝑤x + 𝑏). Note 

that if z = wx + b is very large and positive, then 𝑒^-z → 0 so (𝑧) → 1, while if z = wx + b is 

very large and negative 𝑒^-z → ∞ so (𝑧) → 0. In other words, a neuron with sigmoid 

activation has a behavior similar to the perceptron, but the changes are gradual and output 

values such as 0.5539 or 0.123191 are perfectly legitimate. In this sense, a sigmoid neuron 

can answer "maybe." 

3.5.2 Activation function – tanh 

Another useful activation function is tanh. Defined as tanh(𝑧) = e^z – e^-z/e^z – e^-z whose 

shape is shown in (Figure 12), its outputs range from -1 to 1: 

 
Figure 12:Tanh activation function 

 

3.5.3 Activation function – ReLU 

The sigmoid is not the only kind of smooth activation function used for neural 

networks. Recently, a very simple function named ReLU (REctified Linear Unit) became very 

popular because it helps address some optimization problems observed with sigmoids. A 

ReLU is simply defined as f(x) = max(0, x) and the non-linear function is represented in 

(Figure 13). As you can see, the function is zero for negative values and it grows linearly for 



Chapter III: State of the art on classification 

 

39 
 

positive values. The ReLU is also very simple to implement (generally, three instructions are 

enough), while the sigmoid is a few orders of magnitude more. This helped to squeeze the 

neural networks onto an early GPU: 

 
Figure 13: A ReLU function 

 

 

3.5.4 Two additional activation functions – ELU and LeakyReLU 

Sigmoid and ReLU are not the only activation functions used for learning. 

ELU is defined as (𝛼, 𝑥) =   for 𝛼𝛼> 0 and its plot is represented in 

(Figure 14): 

 

 
Figure 14: An ELU function 

 

 

LeakyReLU is defined as (𝛼, 𝑥) =   for 𝛼𝛼> 0 and its plot is represented in 

(Figure 15): 
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Figure 15: A LeakyReLU function 

 

 
Both the functions allow small updates if x is negative, which might be useful in certain 

conditions. 

 

 

 

3.6 Back propagation throught time (BPTT) 

Just like traditional neural networks, training RNNs also involves backpropagation of 

gradients. The difference in this case is that since the weights are shared by all time steps, the 

gradient at each output depends not only on the current time step, but also on the previous 

ones. This process is called backpropagation through time [20]. Because the weights U, V, 

and W, are shared across the different time steps in case of RNNs, we need to sum up the 

gradients across the various time steps in case of BPTT. This is the key difference between 

traditional backpropagation and BPTT. 

 

Consider the RNN with five time steps shown in (Figure 16). During the forward pass, 

the network produces predictions ŷtat time t that are compared with the label yttocompute a 

loss Lt. During backpropagation (shown by the dotted lines), the gradients of the loss with 

respect to the weights U, V, and W, are computed at each time step and the parameters 

updated with the sum of the gradients: 
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Figure 16 :Backpropagationthrought time. 

 

The following equation shows the gradient of the loss with respect to W. We focus on 

this weight because it is the cause for the phenomenon known as the vanishing and exploding 

gradient problem. 

 

This problem manifests as the gradients of the loss approaching either zero or infinity, 

making the network hard to train. To understand why this happens, consider the equation of 

the SimpleRNN we saw earlier; the hidden state htis dependent on ht-1, which in turn is 

dependent on ht-2, and so on: 

 

Let us now see what happens to this gradient at timestept=3. By the chain rule, the 

gradient of the loss with respect to W can be decomposed to a product of three sub-gradients. 

The gradient of the hidden state h2 with respect to W can be further decomposed as the sum of 

the gradient of each hidden state with respectto the previous one. Finally, each gradient of the 

hidden state with respect to the previous one can be further decomposed as the product of 

gradients of the current hidden state against the previous hidden state: 

 
Similar calculations are done to compute the gradient of the other losses L0 through L4 

with respect to W, and sum them up into the gradient update for W.We will not explore the 
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mathfurther in this book, but this WildML blog post [21]has a very good explanation of 

BPTT, including a more detailed derivation of themath behind the process. 

 

3.7 Vanishing and exploding gradients 

The reason BPTT is particularly sensitive to the problem of vanishing and exploding 

gradients comes from the product part of the expression representing the final formulation of 

the gradient of the loss with respect to W. Consider the case where the individual gradients of 

a hidden state with respect to the previous one is less than 1. 

As we backpropagate across multiple time steps, the product of gradients get smaller and 

smaller, ultimately leading to the problem of vanishing gradients. Similarly, if the gradients 

are larger than 1, the products get larger and larger, and ultimately lead to the problem of 

exploding gradients. 

Of the two, exploding gradients are more easily detectable. The gradients will become 

very large and turn into Not a Number (NaN) and the training process will crash. Exploding 

gradients can be controlled by clipping them at a predefined threshold [22]. TensorFlow 2.0 

allows you to clip gradients using the clipvalue or clipnorm parameter during optimizer 

construction, or by explicitly clipping gradients using tf.clip_by_value. 

The effect of vanishing gradients is that gradients from time steps that are far away do not 

contribute anything to the learning process, so the RNN ends up not learning any long-range 

dependencies. While there are a few approaches to minimizing the problem, such as proper 

initialization of the W matrix, more aggressive regularization, using ReLU instead of tanh 

activation, and pretraining the layers using unsupervised methods, the most popular solution 

is to use LSTM or GRU architectures, each of which will be explained shortly. These 

architectures have been designed to deal with vanishing gradients and learn long-term 

dependencies more effectively. 

3.8 RNN cell variants 

In this section we'll look at some cell variants of RNNs. We'll begin by looking 

at a variant of the SimpleRNN cell: the Long short-term memory RNN. 

 

3.8.1 Long short-term memory (LSTM) 

The LSTM is a variant of the SimpleRNN cell that is capable of learning long-term 

dependencies. LSTMs were first proposed by Hochreiter and SchmidHuber[23] and refined 

by many other researchers. They work well on a large variety of problems and are the most 

widely used RNN variant. 

 

As previously mentioned, RNN suffers from a context problem which is attributable to 

the phenomenon known as the vanishing gradient problem. The vanishing gradient problem 

occurs when gradient descent is used as an optimization algorithm along with 

backpropagation [24]. As gap sizes increase between dependencies, the error gradients vanish 

exponentially and may result in the training of a network to become very slow or even unable 

to learn 
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We have seen how the SimpleRNN combines the hidden state from the previous time 

step and the current input through a tanh layer to implement recurrence. LSTMs also 

implement recurrence in a similar way, but instead of a single tanh layer, there are four layers 

interacting in a very specific way. The following diagram illustrates the transformations that 

are applied in the hidden state at time step t. 

 

The line across the top of the diagram is the cell state c, representing the internal 

memory of the unit. 

The line across the bottom is the hidden state h, and the i, f, o, and g gates are the 

mechanisms by which the LSTM works around the vanishing gradient problem. During 

training, the LSTM learns the parameters for these gates (Figure 17): 

 

 
Figure 17 : An LSTM cell 

 

An alternative way to think about how these gates work inside an LSTM cell is to 

consider the equations for the cell. These equations describe how the value of the hidden state 

htat time t is calculated from the value of hidden state ht-1 at the previous time step. In 

general, the equation-based description tends to be clearer and more concise, and is usually 

the way a new cell design is presented in academic papers. Diagrams, when provided, may or 

may not be comparable to ones you have seen earlier. For these reasons, it usually makes 

sense to learn to read the equations and visualize the cell design. 

The set of equations representing an LSTM are shown as follows: 
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Here i, f, and oare the input, forget, and output gates. They are computed using the same 

equations but with different parameter matrices Wi, Ui, Wf, Uf, and Wo, Uo. The sigmoid 

function modulates the output of these gates between 0 and 1, so the output vectors produced 

can be multiplied element-wise with another vector to define how much of the second vector 

can pass through the first one. 

The forget gate defines how much of the previous state ht-1 you want to allow to pass 

through. The input gate defines how much of the newly computed state for the current input 

xtyou want to let through, and the output gate defines how much of the internal state you want 

to expose to the next layer. The internal hidden state g is computed based on the current input 

xtand the previous hidden state ht-1. Notice that the equation for g is identical to that for the 

SimpleRNN, except that in this case we will modulate the output by the output of input vector 

i. 

Given i, f, o, and g, we can now calculate the cell state ctat time t as the cell state ct-1 at time 

(t-1) multiplied by the value of the forget gate g, plus the state g multipliedby the input gate i. 

This is basically a way to combine the previous memory andthe new input – setting the forget 

gate to 0 ignores the old memory and setting theinput gate to 0 ignores the newly computed 

state. Finally, the hidden state htat time t is computed as the memory ctat time t, with the 

output gate o. 

One thing to realize is that the LSTM is a drop-in replacement for a SimpleRNN cell; the only 

difference is that LSTMs are resistant to the vanishing gradient problem., You can replace an 

RNN cell in a network with an LSTM without worrying about any side effects. You should 

generally see better results along with longer training times. 

 

3.8.1.1 LSTM Gates 

The critical components of the LSTM are the memory cell and its gates. There are 

different variations of LSTM but they all predominantly include three gates, known as the 

forget gate, input gate, and output gate. The contents of the memory cell are modulated by the 

input gates and forget gates. Assuming that both of these gates are closed.the contents of the 

memory cell will remain unmodified between one time-step and the next. 

 

The gating structure allows information to be retained across many time-steps, and 

consequently also allows gradients to flow across many timesteps. This allows the LSTM 

model to overcome the vanishing gradient problem that occurs with most Recurrent Neural 

Network models. The unfolded graph of an LSTM network can be thought of as a conveyor 

belt, with the data passing along the from one layer to the next, being altered slightly as it 

passes through each layer by use of the input and forget gates using linear interactions. 

 
The forget gate is responsible for removing information from the cell state and its goal 

is to identify which information is no longer useful and may be forgotten. It takes 2 inputs: the 

Hidden State from the previous memory cell, h(t−1), and the Current Input, x(t), also known 

as the current cell state at that particular time step. 
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The inputs are multiplied by weight matrices and a bias is added. After that, a sigmoid 

function is applied; the sigmoid function is responsible for deciding which values to keep and 

which to discard. The function outputs a vector with values 0 to 1; a 0 indicates the forget gate 

wants to forget the information completely while a 1 indicates the forget gate wants to 

remember the entire piece of information. 

 

The input gate involves a 2-step process and is responsible for deciding what new 

information will be added to the cell state. Similar to the forget gate, a sigmoid function is 

applied to h(t−1) and x(t). A hyperpolic tangent function creates a vector of all possible 

values, ranging from −1 to 1. This vector indicates candidate values which may be added to 

the cell state. 

 

The output gate selects useful information from the cell state as output in a 3-step 

process. In the first step, a hyperbolic tangent function is applied to cell state, creating a 

vector with scaled values from −1 to 1. Step 2 is to use sigmoid function and use the previous 

hidden state, h(t−1), and x(t) as inputs to create a regulatory filter. 

 
In the final step, the regulatory filter from step 2 is multiplied with the vector from 

step 1, producing an output and hidden state to the next cell. Using LSTM, the network is able 

to minimize any long term dependencies and can bridge gaps in data references in excess of 

1,000 steps[25] (Fig. 18). 
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Figure 18 : Attention network 

 

3.8.1.2 Peephole LSTM 

The peephole LSTM is an LSTM variant that was first proposed by Gers and 

Schmidhuber [26]. It adds "peepholes" to the input, forget, and output gates, so they can see 

the previous cell state ct-1. The equations for computing the hidden state ht , at time t, from 

the hidden state ht-1 at the previous time step, in a peephole LSTM are shown next. 

 

Notice that the only difference from the equations for the LSTM is the additional ct-1 

term for computing outputs of the input (i), forget (f), and output (o) gates: 
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TensorFlow 2.0 provides an experimental implementation of the peephole LSTM cell. 

In order to use this in our RNN layers , we need to wrap the cell in the RNN wrapper : 

 
 

3.8.2 Gated recurrent unit (GRU) 

The GRU is a variant of the LSTM and was introduced by K. Cho [27]. It retains the 

LSTM's resistance to the vanishing gradient problem, but its internal structure is simpler, and 

therefore is faster to train, since fewer computations are needed to make updates to its hidden 

state. The gates for a GRU cell are illustrated in the following diagram (Figure 19): 

 
Figure 19 :Illustrate GRU Cell 

 

Instead of the input (i), forgot (f), and output (o) gates in the LSTM cell, the GRU cell 

has two gates, an update gate z and a reset gate r. The update gate defines how much previous 

memory to keep around, and the reset gate defines how to combine the new input with the 

previous memory. There is no persistent cell state distinct from the hidden state as it is in 

LSTM. 
 

The GRU cell defines the computation of the hidden state ht at time t from the hidden 

state ht-1 at the previous time step using the following set of equations: 

 
He outputs of the update gate z and the reset gate r are both computed using a 

combination of the previous hidden state ht-1 and the current input xt . The sigmoid function 
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modulates the output of these functions between 0 and 1. The cell state c is computed as a 

function of the output of the reset gate r and input xt . Finally, the hidden state ht at time t is 

computed as a function of the cell state c and the previous hidden state ht-1. The parameters 

Wz ,Uz , Wr , Ur , and Wc , Uc , are learned during training. 

 

GRU and LSTM have comparable performance and there is no simple way to 

recommend one or the other for a specific task. While GRUs are faster to train and need less 

data to generalize, in situations where there is enough data, an LSTM's greater expressive 

power may lead to better results. Like LSTMs, GRUs are drop-in replacements for the 

SimpleRNNcell[28]. 

 

3.9 RNN variants topologies 

RNNs offer yet another degree of freedom, in that it allows sequence input and output. 

This means that RNN cells can be arranged in different ways to build networks that are 

adapted to solve different types of problems. (Figure 20) shows five different configurations 

of inputs, hidden layers, and outputs, represented by red, green, and blue boxes respectively: 

 

 
Figure 20 : Common RNN topologies. Image Source: AndrejKarpathy[31]. 

 
Of these, the first one (one-to-one) is not interesting from a sequence processing point 

of view, since it can be implemented as a simple Dense network with one input and one 

output. 

The one-to-many case has a single input and outputs a sequence. An example of such a 

network might be a network that can generate text tags from images [32], containing short 

text descriptions of different aspects of the image. Such a network would be trained with 

image input and labeled sequences of text representing the image tags. 

 

The many-to-one case is the reverse; it takes a sequence of tensors as input but outputs 

a single tensor. Examples of such networks would be a sentiment analysis network [33]which 

takes as input a block of text such as a movie review and outputs a single sentiment value. 

 
The many-to-many use case comes in two flavors. The first one is more popular and is 

better known as the seq2seq model. In this model, a sequence is read in and produces a 

context vector representing the input sequence, which is used to generate the output sequence. 
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The topology has been used with great success in the field of machine translation, as 

well as problems that can be reframed as machine translation problems. Real life examples of 

the former can be found in [34]and an example of the latter is described in[35]. 

 
The second many-to-many type has an output cell corresponding to each input cell. 

This kind of network is suited for use cases where there is a 1:1 correspondence between the 

input and output, such as time series. The major difference between this model and the 

seq2seq model is that the input does not have to be completely encoded before the decoding 

process begins. 

 

3.9.1 Bidirectional RNNs 

Some other RNN architectures include Bidirectional Recurrent Neural Networks 

(BRNN) and Encoder-Decoder Recurrent Neural Networks (EDRNN). BRNNS deviate from 

the conventional causal structures utilized by most other RNN frameworks. They make 

inferences from the current data point in a sequence relative to both past and future data 

points. This is particularly useful for decoding the meaning of sentences in which each word 

of the sentence is evaluated in the context of all the values of the sentence. Furthermore, many 

subtle linguistic dependencies can be extrapolated by considering a word‘s left and right 

neighbors. 

 

It is also important to note that many words and phrases used in sentences can have 

different meanings depending upon the context of the sentence. A bidirectional view enables 

the model to have a higher probability of correctly extrapolating this context. In addition to 

NLP, BRNNs are also particularly useful in proteomics—identifying protein sequences from 

amino acid ordering—as well as in handwriting identification. EDRNN is another versatile 

RNN framework that allows the RNN to be trained to map an input sequence to variable 

length output sequences. This framework can be very useful to decode speech as well as to 

automate responses to speech (Figure 21). 
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Figure 21 : Bidirectional RNN 

 

We have seen how, at any given time step t, the output of the RNN is dependent on the 

outputs at all previous time steps. However, it is entirely possible that the output is also 

dependent on the future outputs as well. This is especially true for applications such as natural 

language processing where the attributes of the word or phrase we are trying to predict may 

be dependent on the context given by the entire enclosing sentence, not just the words that 

came before it. 

This problem can be solved using a bidirectional LSTM, which are essentially two 

RNNs stacked on top of each other, one reading the input from left to right, and the other 

reading the input from the right to the left. The output at each time step will be based on the 

hidden state of both RNNs. Bidirectional RNNs allow the network to place equal emphasis on 

the beginning and end of the sequence, and typically results in performance improvements. 
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3.9.2 Stateful RNNs 

RNNs can also be stateful, which means that they can maintain state across batches 

during training. That is, the hidden state computed for a batch of training data will be used as 

the initial hidden state for the next batch of training data. However, this needs to be explicitly 

set, since TensorFlow 2.0 (tf.keras) RNNs are stateless by default, and resets the state after 

each batch. Setting an RNN to be stateful means that it can build state across its training 

sequence and even maintain that state when doing predictions. 

 

The benefits of using stateful RNNs are smaller network sizes and/or lower training 

times. The disadvantage is that we are now responsible for training the network with a batch 

size that reflects the periodicity of the data and resetting the state after each epoch. In 

addition, data should not be shuffled while training the network since the order in which the 

data is presented is relevant for stateful networks. 

3.9.3 Recursive Neural Network 

Recursive neural networks, not to be confused with RNNs, are a set of non-linear 

adaptive models which are used to process data of variable length. They are especially 

proficient in processing data structure inputs. Recursive networks feed the state of the 

network back into itself, in what can be viewed as a loop. They are primarily suited for image 

and sentence deconstruction. The architecture of recursive neural networks enables users to 

not only identify the constituents of input data but also to quantitatively determine the 

relationships between them [29]. 

 

 
Figure22 : A condensed representation of Recursive Neural Network 

 

This kind Deep Learning Architectures of deconstruction is made possible through a 

shared-weight matrix and binary tree structure—both of which enable the recursive neural 

network to extrapolate from varying length sequences of images and words. Furthermore, one 
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major advantage of recursive nets over recurrent nets is that for a sequence of the same length 

n the depth (measured as the number of compositions of nonlinear operations) can be 

drastically reduced from n to log(n) which enables efficient capturing of longterm 

dependencies [30].. Recursive neural networks are generally known for having a bottom-up 

feed-forward method and top-down propagation method. Both mechanisms constitute the 

propagation through structure that is prevalent in most recursive networks (Figure 22). 

 

Two of the most commonly used varieties of recursive networks include the semi-

supervised recursive autoencoder and the supervised recursive neural tensor. The recursive 

autoencoder is used to deconstruct sentences for NLP applications whereas the recursive 

neural tensor is primarily used for computer vision applications. One drawback common to 

nearly all recursive neural networks is substantial computational overhead—moreso than 

recurrent neural networks. Recursive networks are reputed for processing exorbitant amounts 

of data often containing millions of parameters which results in long training times. As a 

result, optimization techniques are continuously developed for these architectures; 

furthermore, the evergrowing sophistication of processors and advancements made in parallel 

computing enable large-scale deployment of recursive neural networks. 

 

3.10 Conclusion 

The incorporation of deep learning models have allowed for large amounts of data to 

be correlated from multiple modalities. Built to emulate the structure of synaptic connections 

in the human brain, deep learning architectures are ubiquitously used for feature extraction, 

pattern analysis, and data abstraction. These models have been shown to perform better and 

faster than current state-of-the-art analysis techniques through supervised, unsupervised, and 

semi-supervised learning tasks. 

 

There is a large range of applications that deep learning algorithms could be used for. 

They can be used to perform classification, data generation, and information understanding. 

For various fields from autonomous driving to bioinformatics, and medical image processing 

to assist the medical field in making accurate diagnoses [36]. For example, many CNN 

architectures are developed for image recognition tasks, including AlexNet and GoogLeNet. 

LSTM architectures have been designed for natural language processing since they have 

shown high performance in this application [37]. A CNN-based architecture called 

AtomNet[38] is designed for drug discovery and successfully predicted some novel molecules 

for Ebola virus Fig. 13. Deep and thorough researches has been done with using different 

deep learning architectures to analyze multimodality in medical imaging techniques [39]. 
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Chapter IV: Designing an Author Detection Application by 

Style 

4.1 Definition  

As we have seen in the previous chapter all the theories and definition of RNN and the 

variants cell of RNN(LSTM, GRU ,Linear Classifier),in this chapter we will talk about the 

necessary basics technologies that we can not avoid , then we look to the diffrents models that 

we have used and how we trained them. 

4.2 Technologies  

4.2.1 TensorFlow 

TensorFlow is a powerful open source software library developed by the Google Brain 

team for deep neural networks, the topic covered in this book. It was first made available 

under the Apache 2.0 License in November 2015 and has since grown rapidly; as of May 

2019, its GitHub repository [40] has more than 51,000 commits, with roughly 1,830 

contributors. This in itself provides a measure of the popularity of TensorFlow. 

 

Google calls it "an open source software library for machine intelligence," but since 

there are so many other deep learning libraries like PyTorch [41], Caffe [42], and MxNet[43], 

what makes TensorFlow special? Most other deep learning libraries – like TensorFlow – have 

auto-differentiation (a useful mathematical tool used for optimization), many are open source 

platforms, most of them support the CPU/GPU option, have pretrained models, and support 

commonly used NN architectures like recurrent neural networks, convolutional neural 

networks, and deep belief networks, that‘s why TensorFlow is the most popular among deep 

neural network researchers and engineers. 

 

We install TensorFlow 2.0 as the following lines, Only CPU support: 

pip install tensorflow==2.0.0-alpha0 

 

With GPU support: 

pip install tensorflow-gpu==2.0.0-alpha0 

 

4.2.2 Keras 

Keras is a beautiful API for composing building blocks to create and train deep 

learning models. Keras can be integrated with multiple deep learning engines including 

Google TensorFlow, Microsoft CNTK, Amazon MxNet, and Theano. Starting with 

TensorFlow 2.0, Keras has been adopted as the standard high-level API, largely simplifying 

coding and making programming more intuitive. 
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4.2.3 Word embedding 

Wikipedia defines word embedding as the collective name for a set of language 

modeling and feature learning techniques in natural language processing (NLP) where words 

or phrases from a vocabulary are mapped to vectors of real numbers. 

 

Deep learning models, like other machine learning models, typically don't work 

directly with text; the text needs to be converted to numbers instead. The process of 

converting text to numbers is a process called vectorization. An early technique for 

vectorizing words was one-hot encoding,  a major problem with one-hot encoding is that it 

treats each word as completely independent from all the others, since similarity between any 

two words(measuredby the dot product of the two-word vectors) is always zero. 

 

The following part of code shows how we set our tokenization and preprocessing 

using Keras 

 
 

The next part of code shows how we set our indexation to the data means switch word 

to index using word-index 

 

 
 

4.3 Models  

4.3.1 Lstm 

if the input is the sequence [c1 , c2 , …, cn ], the output will be [c2 , c3 , …, cn+1]. 

We will train the network for 50 epochs, and at the end of every 10 epochs, we will generate a 

fixed size sequence of characters starting with a standard prefix 

 

As always, we will first import the necessary libraries and set up some constants , a 

folder under the data folder, where we will save the weights of the model at the end of every 

10 epochs: 
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Next we download and prepare the data for our network to consume, The 

tf.keras.utils.get_file() function will check to see whether the file is already downloaded to 

your local drive, and if not, it will download to a datasets folder under the location of the 

code. We also preprocess the input a little here, removing newline and byte order mark 

characters from the text. 

 
 
 

Now let‘s read our data in form of csv : 

 

 
 

Next, we will create our vocabulary. In our case, our vocabulary contains unique 

characters, composed of uppercase and lowercase alphabets, numbers, and special characters. 

We also create some mapping dictionaries to convert each vocabulary character to a unique 

integer and vice versa. As noted earlier, the input and output of the network is a sequence of 

characters. However, the actual input and output of the network are sequences of integers, and 

we will use these mapping dictionaries to handle this conversion: 

 

 
 

The next step is to use these mapping dictionaries to convert our character sequence 

input into an integer sequence, and then into a TensorFlow dataset. Each of our sequences is 

going to be 100 characters long, with the output being offset from the input by 1 character 

position. We first batch the dataset into slices of 101 characters, then apply the 

split_train_labels() function to every element of the dataset to create our sequences dataset, 
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which is a dataset of tuples of two elements, each element of the tuple being a vector of size 

100 and type tf.int64. We then shuffle these sequences and then create batches of 64 tuples 

each for input to our network. Each element of the dataset is now a tuple consisting of a pair 

of matrices, each of size (64, 100) and type tf.int64: 

 

 

 
 

 

 

 
 

 

 

 
 
We combine all of this into a one define function as following : 

 

We are now ready to define our network. As before, we define our network as a 

subclass of tf.keras.Model as shown next. The network is fairly simple; it takes as input a 

sequence of integers of size 100 (num_timesteps) and passes them through an Embedding 

layer so that each integer in the sequence is converted to a vector of size 256 
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(embedding_dim). So, assuming a batch size of 64, for our input sequence of size (64, 100), 

the output of the Embedding layer is a matrix of shape (64, 100, 256). 

The next layer is the RNN layer with 100 time steps. The implementation of RNN 

chosen is a GRU. This GRU layer will take, at each of its time steps, a vector of size (256,) 

and output a vector of shape (1024,) (rnn_output_dim). Note also that the RNN is stateful, 

which means that the hidden state output from the previous training epoch will be used as 

input to the current epoch. The return_ sequences=True flag also indicates that the RNN will 

output at each of the time steps rather than an aggregate output at the last time steps. 

 

Finally, each of the time steps will emit a vector of shape (1024,) into a Dense layer 

that outputs a vector of shape (90,) (vocab_size). The output from this layer will be a tensor of 

shape (64, 100, 90). Each position in the output vector corresponds to a character in our 

vocabulary, and the values correspond to the probability of that character occurring at that 

output position: 

 

 

 

After we wrapped all of this into one function for call it later when we need it, here we 

made a function for call : 

 

 

And now we print the vocabulary size : 
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The result will be as show down : 

 

 

Next we define a loss function and compile our model. We will use the sparse 

categorical cross-entropy as our loss function because that is the standard loss function to use 

when our inputs and outputs are sequences of integers. For the optimizer, wewillchoose the 

Adam optimizer: 

 

 

Finally, we are ready to run our training and evaluation loop. As mentioned earlier, we 

will train our network for 50 epochs, and at every 10 epoch intervals, we will try to generate 

some text with the model trained so far. Notice that in order to accommodate a single string 

prefix, we save the weights after every 10 epochs and build a separate generative model with 

these weights but with an input shape with a batch size of 1. Hereis the code to do this: 
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And the output will show like the following : 

 

However, after about 10 epochs of training , it looks like this : 
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4.3.2 GRU 

The competition dataset contains text from works of fiction written by spooky authors 

of the public domain: Edgar Allan Poe, HP Lovecraft and Mary Shelley. The data was 

prepared by chunking larger texts into sentences using CoreNLP'sMaxEnt sentence 

tokenizer, the objective is to accurately identify the author of the sentences in the test set. 

We are ready to build our network. As usual, we will start by importing the necessary 

packages: 

 

Now we have to pass throught our preprocessing and tokenization for the data , before 

that we need to upload and read the data first , the following parts of code shown what we are 

talking about : 

 

Let‘s upload the data : 
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There are 3194 sentences in our dataset. We will then use the TensorFlow (tf.keras) 

tokenizer to tokenize the sentences and create a list of sentence tokens. We reuse the same 

infrastructure to tokenize the parts of speech, although we could have simply split on spaces. 

Each input record to the network is currently a sequence of text tokens, but they need to be a 

sequence of integers. During the tokenizing process, the Tokenizer also maintains the tokens 

in the vocabulary, from which we can build mappings from token to integer and back. 

 

We see that we could probably get away with setting the sentence length to around 

100, and have a few truncated sentences as a result. Sentences shorter than our selected length 

will be padded at the end. Because our dataset is small, we prefer to use as much of it as 

possible, so we end up choosing the maximum length. 

The next step is to create the dataset from our inputs. First, we have to convert our 

sequence of tokens in our input and output sequences to sequences of integers. Second, we 

have to pad shorter sequences to the maximum length of 271. Notice that we do an additional 

operation on the POS tag sequences after padding, rather than keep it as a sequence of 

integers, we convert it to a sequence of one-hot encodings using the to_categorical() function. 

TensorFlow 2.0 does provide loss functions to handle outputs as a sequence of integers, but 

we want to keep our code as simple as possible, sowe opt to do the conversion ourselves. 

Finally, we use the from_tensor_slices() function to create our dataset, shuffle it, and split it 

up into training, validation, and test sets: 



Chapter IV: Designing an Author Detection Application by Style 

 

63 
 

 

 

 

Next, we will define our model and instantiate it. Our model is a sequential model 

consisting of an embedding layer, a dropout layer, a bidirectional GRU layer, a dense layer, 

and a softmax activation layer. The input is a batch of integer sequences, with shape 

(batch_size, max_seqlen). When passed through the embedding layer, each integer in the 

sequence is converted to a vector of size (embedding_dim), so now the shape of our tensor is 

(batch_size, max_seqlen, embedding_dim). Each of these vectors are passed to corresponding 

time steps of a bidirectional GRU with an output dimension of 256. Because the GRU is 

bidirectional, this is equivalent to stacking one GRU on top of the other, so the tensor that 

comes out of the bidirectional GRU has the dimension (batch_size, max_seqlen, 

2*rnn_output_dimension). 

 Each timestep tensor of shape (batch_size, 1, 2*rnn_output_dimension) is fed into a 

dense layer, which converts each time step to a vector of the same size as the target 

vocabulary, that is, (batch_size, number_of_timesteps, output_vocab_size). Each time step 

represents a probability distribution of output tokens, so the final softmax layer is applied to 

each time step to return a sequence of output. 

 

Finally, we declare the model with some parameters, then compile it with the Adam 

optimizer, the categorical cross-entropy loss function, and accuracy as the metric: 
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Observant readers might have noticed an additional masked_accuracy() metric next to 

the accuracy metric in the preceding code snippet. Because of the padding, there are a lot of 

zeros on both the label and prediction, as a result of which the accuracy numbers are very 

optimistic. In fact, the validation accuracy reported at the end of the very first epoch is 

0.9116. however the quality generated are very poor . 

Perhaps the best approach is to replace the current loss function with one that ignores 

matches where both numbers are zero; however, a simpler approach is to build a stricter 

metric and use that to judge when to stop the training. Accordingly, we build a new accuracy 

function masked_accuracy() whose code is shown as follows: 
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We are now ready to train our model. As usual, we set up the model checkpoint and 

TensorBoard callbacks, and then call the fit() convenience method on the model to train the 

model with a batch size and epochs: 

 

A truncated output of the training is shown as follows. As you can see, the masked_ 

accuracy and val_masked_accuracy numbers seem more conservative than the accuracy and 

val_accuracy numbers. This is because the masked versions do not consider the sequence 

positions where the input is a PAD character: 
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Finaly the evaluation with test set will show like this : 

 
Here are some examples  generated for some random sentences in the test set, shown together 

with   the corresponding ground truth sentences. As you can see : 

 

 

4.3.3 Linear Classifier  

we will use the Estimator classifier available in TensorFlow estimator to determine 

wich text is belong to an author in our data , The classifier Estimator takes in the features and 

the labels. It converts them to onehot encoded vectors, that is, we have 10 bits representing 

the output. Each bit can have a value of either 0 or 1, and being one-hot, let‘s build our model 

: 
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1. The first step is as always importing the modules needed: 

 

2. We load the data : 

 

3. Next, we preprocess the data: 

 

4.Now, we move to the preprocessing for tokenization and indexation: 
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5. Use the feature_column module of TensorFlow to define numeric features of size: 

 

6. Create the logistic regression estimator. We use a simple LinearClassifier. We encourage 

you to experiment with DNNClassifier as well: 

 

7. Let us also build an input_function to feed the estimator: 

 



Chapter IV: Designing an Author Detection Application by Style 

 

69 
 

8. Let's now train the classifier: 

 

9. Next, we create the input function for validation data: 

 

10. Let us evaluate the trained Linear Classifier on the validation data: 

 

We get an accuracy of 36.31% after 10 time steps note that since we have specified the 

time steps, the model trains for the specified steps and logs the value after 10 steps (the 

number of steps specified). Now if we run train again, then it will start from the state it had at 

the 10th time step. The steps will go on increasing with an increment of the number of steps 

mentioned. 

The following is the graph of the preceding model (Figure 23): 
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Figure 23 :TensorBoard graph of the generated model 

From TensorBoard we can also visualize the change in accuracy and average loss as the linear 

classifier learned in steps of ten (Figure 24): 

 

Figure 24 : Accuracy and average loss, visualized 
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4.3 Conclusion  

In this chapter, we have seen the concepts behind distributional representations of 

words and its various implementations, starting from static word embeddings such as 

Word2Vec. 

We have then looked at improvements to the basic idea, such as subwordembeddings, 

sentence embeddings that capture the context of the word in the sentence, as well as the use of 

entire language models for generating embeddings. While the language model-based 

embeddings are achieving state of the art results nowadays, there are still plenty of 

applications where more traditional approaches yield very good results, so it is important to 

know them all and understand the tradeoffs. 

We have also seen the two models LSTM and GRU step by step how to create the 

model and how to load and read the data the way it seems better for building a right model as 

it has , we have seen also how to preprocessing the data and split it for training and testing , 

the results that we have seen is different from these three models that we have used. 
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Chapter V: Implementation and Testing 

5.1 Introduction 

We have defined our approach to the identification of an author by his style abstract, 

as well as all the concepts that follows it, and we are nowready to test our application. This 

chapter will describes the hardware and software environment inwhich we worked on, as well 

as the test of the application on which we have dealt with it and themeasurementthat we have 

used. 

5.2 hardware environment 

Our application has been performed on a machine that has thefollowing characteristics: 

 Brand : HP ProBook 

 Processor : Intel(R) Core(TM) i5-2430M CPU @ 2.4GHz 2.4GHz 

 Graphic Card : Internal Intel(R) HD Graphics 3000 

 Memory : 8.00 Go 

 Operating System : Windows 10 Professionel 

5.3 Software environment 

5.3.1 Python 

Python23 is an open source programming language created by Guido programmer van 

Rossum in 1991. It appeared at the time as a way to automate the elements the more annoying 

than writing scripts or quickly making prototype applications.In recent years, this 

programming language has become one of the most widely used in the field of software 

development, infrastructure management and data analysis.This is a driving force behind the 

Big Data explosion. 

There are two versions of Python: Python 2 and Python 3. The differences between 

these two versions are multiple. Python 2.x is the older version, which will continue to be 

supported and receive official updates until 2020. Afterthat date, itwillprobably continue to 

existunofficially. 

Python 3.x is the current version of the language. It brings many new and very useful 

features, such as better competition control and a more efficient interpreter. However, the 

adoption of Python 3 has long been slowed down by the lack of supported third-party 

libraries. Many of them were only compatible with Python 2, which made the transition 

complicated. However, this problem is now practically solved and there are few valid reasons 

to continue using Python 2. 

The Python language owes its popularity to several advantages that benefit beginners as 

well as experts, including: 
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 It is easy to learn and use. Its features are few, this which allows programs to be 

created quickly and with little effort. In addition, itssyntax is designed to be readable 

and direct; 

 It works on all major operating systems and platformscomputer. Moreover, even if it is 

clearly not the fastest language,it compensates for its slowness by its versatility; 

 Although it is mainly used for scripting and automation, this languageis also used to 

create professional quality software. Whether it isapplications or web services, Python 

is used by a large number ofdevelopers to create software. 

5.3.2 Google Colab 

Google Colab or Colaboratory is a cloud service, offered by Google (free), based on 

Jupyter Notebook and intended for training and search in machine learning. This platform 

allows you to train machine learning models directly in the cloud. So without having to install 

anything on our computer except a browser. Cool, right? Before presenting this magnificent 

service, we will recall what is a Jupyter Notebook. 

Google Colabfile,has three different type of executionthat he must select : 

1. None 

2. TPU 

3. GPU 

5.3.3 TensorFlow 

TensorFlow is a powerful open source software library developed by the Google Brain 

team for deep neural networks, the topic covered in this book. It was first made available 

under the Apache 2.0 License in November 2015 and has since grown rapidly; as of May 

2019, its GitHub repository (https://github.com/ tensorflow/tensorflow) has more than 51,000 

commits, with roughly 1,830 contributors. This in itself provides a measure of the popularity 

of TensorFlow. 

5.3.4 NumPy 

NumPy is the fundamental package for scientific computing in Python. It is a Python 

library that provides a multidimensional array object, various derived objects (such as masked 

arrays and matrices), and an assortment of routines for fast operations on arrays, including 

mathematical, logical, shape manipulation, sorting, selecting, I/O, discrete Fourier transforms, 

basic linear algebra, basic statistical operations, random simulation and much more 

[https://numpy.org/doc/stable/]. 

5.3.5 Nltk 

NLTK is a leading platform for building Python programs to work with human 

language data. It provides easy-to-use interfaces to over 50 corpora and lexical resources such 

as WordNet, along with a suite of text processing libraries for classification, tokenization, 

stemming, tagging, parsing, and semantic reasoning, wrappers for industrial-strength NLP 

libraries, and an active discussion forum. 
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Natural Language Processing with Python provides a practical introduction to 

programming for language processing. Written by the creators of NLTK, it guides the reader 

through the fundamentals of writing Python programs, working with corpora, categorizing 

text, analyzing linguistic structure, and more[https://www.nltk.org/]. 

5.3.6 Matplotlib.pyplot 

Pyplot is a Matplotlib module with several simple functions to add elements such as 

lines, images or texts at the axes of a graphic. Soundinterface is very comfortable, and that‘s 

why this module is very used. Matplotlibisfreely distributed under a BSD-style license. 

5.3.7 Flask 

Flask is a lightweight WSGI web application framework. It is designed to make 

getting started quick and easy, with the ability to scale up to complex applications. It began as 

a simple wrapper around Werkzeug and Jinja and has become one of the most popular Python 

web application frameworks. 

Flask offers suggestions, but doesn't enforce any dependencies or project layout. It is 

up to the developer to choose the tools and libraries they want to use. There are many 

extensions provided by the community that make adding new functionality 

easy[https://palletsprojects.com/p/flask/]. 

5.4 Data Set 

5.4.1 Description 

The competition dataset contains text from works of fiction written by spooky authors 

of the public domain: Edgar Allan Poe, HP Lovecraft and Mary Shelley.every one of them has 

three books. The data was prepared by chunking larger texts into sentences using 

CoreNLP'sMaxEnt sentence tokenizer, the objective is to accurately identify the author of the 

sentences in the test set. 

5.4.2 File Descriptions 

 Train.csv : the training set. 

 Test.csv : the test set. 

 Sample_submission.csv : a sample submission file in the correct form. 

5.4.3 Data fields 

 Id : a unique identifier for each sentence. 

 Text : some text written by one of the authors. 

 Author : the author of the sentence (EAP: Edgar Allan Poe, HPL: HP 

Lovecraft; MWS: Mary Wollstonecraft Shelley). 
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5.5 The graphical interface of the system 

 

Figure 25 : Home Page of Web application 

 

Figure 26 : graphic interface of app 
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5.5.1 System User Guide 

 

 

 

Figure 27 : select the model and text input 
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Figure 28: predict result 

 

5.6 Experimentations 

5.6.1 Results using LSTM model  

Here we show all the results related to LSTM model using the accuracy and loss of 

train besides of the validation in terms of epoch. 
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5.6.1.1 Accuracy,loss of train,validation in terms of epoch 

 Accuracy and loss results are shown in (Figure 29) which shows accuracy. In terms 

of the epoch, and in the (Figure 30) it shows the percentage of loss in terms of the epoch, then 

the (Figure 31) shows the convincing results of agreement: 
 
 

 

 

Figure 29: Accuracy of train and validation in terms of epoch 

 

 The red graph represents train accuracy, and the blue one represents the validation 

accuracy in terms of epoch payments. 

 We notice in the (Figure 29) that at the first epoch, the accuracy rate was above 

90%, and this indicates that the training was successful , means it train well. When the ninth 

batch of epoch was reached, it reached 99%, and the result was perfect. 

 

 

Figure 30:loss of train and validation in terms of epoch 
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The same colors expressing the above in the (Figure 29) also here in the (Figure 30) 

symbolize the same thing, but this curve is the percentage of loss in terms of the epoch. We 

notice in this (Figure 30) that at the first batch, the loss rate was less than 10% at the train and 

the validation, which indicates that the result is very good from the first batch, and this is 

thanks to the loss function and the optimizer was an ideal choice, and upon reaching the ninth 

batch we see The loss rate is less than 2%. 

 

Figure 31:Accuracy masked of train and validation in terms of epoch 

As for the percentage of the (Figure 31), the red is the train, the filled data, and the 

blue is the validation. We see here that the validation starts at the beginning of a high 

percentage and decreases until it reaches the first batch and increases until it reaches the 

second batch and decreases and then keeps increasing and also by a percentage For the train it 

keeps increasing to the end and we notice also that it corresponds to the (Figure 29) Search 

from the first batch the percentage was above 90% to the last batch above 99% or maybe they 

quickly reached 100%. And we get the perfect result. 

5.6.1.2 Evaluation of  lstm model 

Here the results of the evaluation are displayed by means of the test data so that we know 

whether the model provides a realistic result, and this time in terms of iterations, which means 

the repetition of the batch in only one epoch. In short, the curves here are the percentage of 

compatibility or loss in one batch only. 
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Figure 32:Evaluation of Accuracy (a) and loss (b) in terms of iterations 

We note in the (Figure 32(a)) is the percentage of compatibility in terms of frequency. 

We note the curve is increasing and the percentage has exceeded 99%, and also in the (Figure 

32(b)) the percentage of loss is decreasing and has reached zero, which indicates that the 

evaluation is high and the result is very perfect and the model can be relied on in Predicting 

the author's name. 

 

Figure 33 :Evaluation of Accuracy masked in terms of iterations 

We also notice in the (Figure 33) the convincing percentage of convincing is 

decreasing and increasing and decreasing and increasing twice, but in the last batch we see it 

exceeded 99% and also the evaluation is very high. 

 

 

Figure 34 :Evaluation of Accuracy masked result 



Chapter V : Implementation and Testing 

 

82 
 

The (Figure 34) shows the result of the evaluation in the form of data and it is the 

same as what we said in the previous two (Figure 32) and (Figure 33)  and this evaluation is 

perfect as we said in the past. 

5.6.2 Results using GRU model 

Here we show all the results related to GRU model using the accuracy and loss of train 

besides of the validation in terms of epoch. 

5.6.2.1 Accuracy,loss of train,validationin terms of epoch 

 Accuracy and loss results are shown in (Figure 35) which shows accuracy. In terms 

of the epoch, and in the (Figure 36) it shows the percentage of loss in terms of the epoch, and 

the (Figure 37)shows the convincing results of compatibility. 

 

 

Figure 35 : Accuracy of train and validation in terms of epoch 

  

 The red graph represents train accuracy, and the blue graph represents validation 

accuracy in terms of epoch payments. 

 We notice in the (Figure 35) that at the first epoch, the accuracy rate was above 

99%, and this indicates that the training not was successful 100%. When the ninth batch of 

epoch was reached, it reached 100% and exceeded it, and the result was not perfect because 

the over fit. 
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Figure 36:loss of train and validationin terms of epoch 

 

The same colors expressing the above in the (Figure 35)also here in the (Figure 

36)symbolize the same thing, but this curve is the percentage of loss in terms of the epoch. 

We notice in this (Figure 36)that at the first batch the loss rate was less than 0.4% at the train 

and the validation, which indicates that the result is very good from the first batch and this is 

thanks to the loss function and the optimizer was an ideal choice, and when reaching the ninth 

batch we see The loss rate is less than 0.15%. 

 

 

Figure 37: Accuracy masked of train and validation in terms of epoch 

As for the (Figure 37), the red is the train, the stuffed data, and the blue is the 

validation. We see here the two increasing to the end, and we note that it corresponds to the 

(Figure 36)but here in (Figure 37)from the first batch the percentage was above 45% to the 

last payment 95% 
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5.6.2.2 Evaluation of  GRU model 

Here the results of the evaluation are displayed by means of the test data so that we 

know whether the model provides a realistic result, and this time in terms of iterations, which 

means the repetition of the batch in only one epoch. In short, the curves here are the 

percentage of compatibility or loss in one batch only. 

 

 

Figure 38 :Evaluation of Accuracy in terms of iterations 

 

 

Figure 39 :Evaluation of loss in terms of iterations 

 

We note in the picture (Figure 38)is the percentage of compatibility in terms of 

frequency. We note the curve is increasing and the percentage has exceeded 100%. Also in 

the (Figure 39) the percentage of loss has decreased and reached zero, which indicates that the 

evaluation is high and the result is not perfect and the model maybe can be relied on in 

predicting the name of the writer. 



Chapter V : Implementation and Testing 

 

85 
 

 

Figure 40 :Evaluation of Accuracy masked in terms of iterations 

We also note in the (Figure 40) the convincing percentage of compatibility is 

increasing, but in the last batch we see it exceeded 99% because the over fit. 

 

 

Figure 41:Evaluation of Accuracy masked result 

The (Figure 41) shows the result of the evaluation in the form of data and it is the 

same as what we said in the previous pictures (Figure 39), (Figure 40), (Figure 41) and this 

evaluation is perfect as we said in the past. 

5.6.3 Results using linear classifiermodel  

Let's be honest, there is no interesting result. All the curves in this model are empty 

and meaningless. Because this model is a type of machine learning, but we have data that we 

can show the results through 
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Figure 42 :model LinearClassifier with estimator 

The (Figure 42)shows making a model of the estimator and training it with 10 steps 

because, frankly, I tried to raise the number of steps, and the results were very bad. I think 

that 10 is very suitable. 

 

 

Figure 43 :Evaluatemodel LinearClassifier with test data 

(Figure 43) shows the final evaluation result with the test data, and the compatibility 

rate is 40%, and the catastrophic loss rate is 2,225,8008, and the loss rate is almost the same, 

which indicates that the model is less than 70% in compatibility, so it is not very useful for us 

in predicting. 

5.7 Evaluation measures 

To test the quality of any classification system like Support Vector Machines, there‘s 

need to perform some evaluation metrics. Support Vector Machines are classification 

algorithm which I explained briefly in kernels. 

The following matrix shows the true or false positive or negative by predicted  
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Predicted 

 Negative Positive 

Actual 
Negative True Negative False Positive 

Positive False Negative True Positive 

Table 1: confusion matrix 

5.7.1 definitions  

5.7.1.1 Recall  

Recall measures the ability of the system to retrieve all documentsIn other words, it 

measures the proportion of Canadianrelevant documents returned by the system in respect of 

allrelevant documents contained in the collection. It is expressed by [44]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =   
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +  𝑇𝑢𝑟𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  

 

 

 

5.7.1.2 Precision  

Immediately you can see that Precision indicates how accurate your model is on the 

positive ones, how many of them are actually positive. 

Accuracy is a good measure to determine, when the costs of false positives are high. 

For example, spam detection by email. In spam detection, a false positive means that an email 

that is not spam (real negative) has been identified as spam (spam predicted). The email user 

could lose important emails if the accuracy is not high for the spam detection model.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +  𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
    

 

5.7.1.3 F score  

Now, if you read many other documents on precision and recall, you can‘t avoid the 

other measure, F1 which is a precision and recall function. 

The F1 score could be a better measure to use if we have to balance accuracy and 

recall AND if there is an uneven distribution of classes (large number of actual negatives). 

Looking the formula is as follows: 

𝑓1_𝑠𝑐𝑜𝑟𝑒 =  
(2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙)
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5.7.1.4 Accuracy 

Accuracy is a measure that generally describes model performance for all classes. It is 

useful when all classes are of equal importance. It is calculated as the ratio between the 

number of correct predictions and the total number of predictions. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +  𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +  𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +  𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
   

 

5.7.2 Model Comparison 

 

Models 
Author Name : EAP 

Precision  Recall F1_Score Accuracy 

LSTM 99.41 99.24 99.33 99.46 

Linear 44.57 51.13 47.62 54.73 

GRU 97.13 96.38 96.76 97.39 

Table 2: Result of author Edgar Allan Poe (EAP) 

 

Models 
Author Name : MWS 

Precision  Recall F1_Score Accuracy 

LSTM 98.94 99.58 99.26 99.54 

Linear 30.9 15.96 21.05 62.99 

GRU 96.16 97.09 96.62 97.91 

Table 3: Result of author Mary Wollstonecraft Shelley (MWS) 
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Models 
Author Name : HPL 

Precision  Recall F1 Accuracy 

LSTM 99.65 99.2 99.43 99.67 

Linear 32.24 42.32 36.6 57.72 

GRU 97.15 97.21 97.18 98.38 

Table 4: Result of author HP Lovecraft (HPL) 

 

5.8 Discussion 

Overall, models are showing fairly good results based on our data wich contain three 

different author, we have used a global evaluation measureswich we performe a precision and 

recall besides of f_score and accuracy. 

The LSTM model has invade all the results a reched the top of them in three tables 

wich proceed a 99% in every evaluation measures, and that means that the model was well 

prepared wich passed throught all necessary steps , then it trained well. 

The GRU model comes after with a great hight results between 96% and 98% wich 

means was well trained too, therefore the linear classifier was the last with low results 

because of the base steps that passed throught during the preparation and the training . 

5.9 Conclusion  

It is very clear in Tables 2,3 and 4 that the result is in favour of LSTM model and this 

is entirely consistent with the data results, but we noticed that GRU model also had a very 

high results in the previous graphical results and it is here in the tables that it did not surpass 

LSTM because the probability that this is due to the reason of the small data but with that, As       

for LinearClassifer, its results must have been as bad because it is of the standard ml, 

and also the data did not provide a satisfactory result. 
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Conclusion general 

The internet become a place for uncounted of unknown documents and articles that 

contain a very important topics related to anonymous author invades all the domains, It often 

happens that articles published in the press or sometimes entire books are not signed and 

nothing is known about their author. It also happens that authors attribute to themselves the 

authorship of an unsigned article or book or, on the contrary, that critics question this 

authorship. 

Our initial objective during this thesis was to make a web application by exploiting 

different variants of neural architectures based on automatic recognition of an author. 

In this work, we started by explaining some theories that we have talked about based 

on machine learning. We made a small presentation in order to understand this domain, then 

we have presented some notions of Automatic identification of the author of an article from 

the writing style. 

Then we discussed about creating Automatic Author Identification of an article from 

the writing style that based on neural networks, we have covered all the steps necessary to 

Building a good Automatic Identification model. We have proposed methods that have been 

used during preprocessing in automatic identification generation such as LSTM and GRU.    

Once our approach has been well defined we are ready to put to the test. We presented 

the datasets of our dataset (EAP: Edgar Allan Poe, HPL: HP Lovecraft; MWS: Mary 

Wollstonecraft Shelley) which consisted of three different authors , we worked on and 

processed. And in the end we have completed this work with a summary of the results and 

tests obtained by our testing on data. 

Finally the best rnn cell that has a great results during the test on our data is LSTM. 

In the end of this work , we have reached that we could identifier an author based on 

his style with great precession. 

As future works , on propose : 

- Develop the concept of author style. 

- Test application with dataset that contains more than three authors. 

- Test others models of classification. 

- Test the application based on different language datasets.  
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