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 , ب مل لمشكل التحك في ذراع الر قشن في هذه المذكرة حل ش خص: ن ام تيك  نمذج لقمن ب أ الكينم
ذراع, ث  ميكي ل بتيالدين أذرع الر ص ب كشف اأنظم الخ ذا  برمجن طر معتمدة في التحك 

ن تحك  د, ث أض ر المنش كذا تتبع المس ضع  الذ مكنن من التحك في الم  , ل ميكي مج ئص دين خص
ضعي مبني ع الرؤي  عيم  .  ااصطن

 

تيح: م الم ,  ك ب , تحك ااخطي,كشف ذراع الر ميكي . اأنظمدين   

Résumé: dans cette thèse on a discuté une solution complète de command des 

bras manipulateur, premièrement on a fait la modilisation de la cinematique et la 

dynamique du bras, apres on a implementé des methodes efficaces pour la 

o a de et l’ide tifi atio  du ras manipulateur avec des parametres inconnus 

de la dynamique, ce qui nous a permis de commandé la position ainsi le suivi de la 

trajectoire, puis on a finalsé avec une commande de la position basé sur la vision.     

 

Mots clés: Robot manipulateur, Dynamique, la command PID, Commande 

nonlinear, identification des systems.        

 

Abstract : In this thesis we discussed a complete robot manipulator control solving 

pro le , first we odeled the a ipulator’s ki e ati s a d dy a i s, the  we 
implemented reliable methods for control and identification of a the robot 

manipulator with unknown dynamical parameters .which allows us to control 

position as well as trajectory tracking, and then we conducted a vision based 

position control.  

 

Keywords: Robot manipulator, Dynamics, PID controller, nonlinear control, System 

identification. 

 

 



Notations and Acronyms 

 

 

Symbols and Operators 

ξ : The relative pose of a frame with respect to a reference coordinate frame. 

{A}: the coordinate frame A. x :  The x axis of the ��ℎ frame. y : The y axis of the ��ℎ frame. z :   The z axis of the ��ℎframe. o  : The origine point of coordinate frame i. x̂, ŷ, ẑ: Unite vectors of the axes x, y, z  R   : 3x3 Orthonormal Rotation Matrix of frame B with respect to frame A. T  :  4x4 homogeneous transformation matrix of frame B with respect to frame A. q : The ��ℎ angle of rotation in the case of a revolute joint. 

Ai: The homogeneous transformation matrix that expresses the position and the 

orientation of o  x  y z   with respect to o − x −  y − z − . tn : The position vector  of the end effector with respect to the inertial or base frame
. �̃ � :  4X1 homogeneous position vector with respect to frame i. 

θi: The angle of rotation around the x axis. 



di: The sliding distance along the z axis. 

a: The length of the common normal. 

 : The angle about common normal, from old z axis to new z axis. 

 trans zi d  : The translation matrix in the z axis with distance di with respect to the ��ℎ coordinate frame.          

Rot zi θi  : The rotation matrix about the z axis with angle θi with respect to the ��ℎ 

coordinate frame.     

ω ∶ The angular velocity  
V : The linear velocity Jω: The derivative of the angular velocity or angular Jacobian matrix Jv : The derivative of the Linear Velocity or linear Jacobian matrix 

J: The robot manipulator Jacobian matrix.  

M: Robot manipulator mass matrix. 

C: Centrifugal and Coriolis forces matrix. 

G : Gravity vector of a Robot manipulator. 

F: Friction matrix of a Robot manipulator. 

K: Kinetic energy. 

U: Potential energy. I : The inertia Tensor. 

: The vector of motor torques. b : Christoffel Symbol. ρ : The mass density. 



p̂ : 3x3 skew matrix of 3x1 p position vector. I3 : 3x3 identity matrix. 

: The gravitational force. fc: Coulomb friction coefficient.  fv: Viscous friction coefficient. fs: Stiction friction coefficient.  

qs: Stribeck velocity. Tf: Actuator friction term. 

J: Actuator inertia. 

r(t): The reference or the set point signal in the control loop. 

e(t) : The error signal between the set point and the feedback in the control loop.  e, e: The first and the second derivative of the error. 

u(t): The control input signal to the system in the control loop. 

y(t) : Output of the system in control loop. 

qi: The ��ℎ joint angle of the robot manipulator. 

q: The vector of the joints angles of the robot manipulator.  

qd: The vector of the desired joints angles of the robot manipulator. q, q: First and second derivative of joints angles vector of the robot manipulator. 

Kp,Kd,Ki: PID controller gains. Y: System output vector. �̂: The estimated output vector. �: The Vector of (unknown) parameters. 



�̂: The Vector of the estimated parameters. 

φ : The Regression variables depend on the ��ℎ  parameter. 

Φ:  The regresseur matrix. � �, � : The least squares cost function.  U : The PWM input to the ��ℎ  motor. , : 2d function represents a digital image. 

: Distance between the camera lens and the object. 

 : Distance between the camera lens and the image plane. 

f: The focal length. 

P: Camera matrix. 

E: Extrinsic camera matrix. 

K: Intrinsic camera matrix. 

Abbreviations and Acronyms 

DOF: Degrees of freedom. 

PID: Proportional Integral Derivative controller. 

LS: least square. 

RLS: recursive least squares. 

RGB:  Digital image of three color planes Red, Green and Blue. 

HSV:  Digital image transform to Hue, Saturation and Value space. 

CHT: The circle Hough Transform. 



PWM: Pulse-width modulation can generate an analogical voltage from digital 

output by switching between 0 and 1 with high frequency and with specific duty 

cycle. 

DC: Direct courant. 

USB: UNIVERSAL SERIAL BUS. 

IO: INPUT/OUTPUT. 

Te: Sampling time. 

Fe: Sampling frequency. 

Fb: lowpass Filter cut-off frequency. 

RMS: Root Mean Square is the square root of the arithmetic mean of the squares of 

the values. 

SVD: Singular Value Decomposition 
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Introduction 

The manipulator robot has become a necessity because the industry handles 

heavy objects repetitively and in hazardous environments. All the research has led to 

arms of all sizes and weights, of all speeds and precisions, and adapted to the tasks 

entrusted. 

     The appearance of the manipulator robots is pulsated by the fact of an era where 

the manufacturing is back in chain, which requires a repetitive and painful working 

time. In recent decades, more complex tasks requiring displacements in 

environments not allowed to human beings (nuclear, mine, military, space, etc.) 

have favored the Mobile robot to settle. 

      The rapid development of the industry has invoked the improvement of robots 

manipulators. Then the robot must handle with increasing speeds and precisions. 

This requires more appropriate mechanical structures but also better new control 

techniques. 

      The researchers did not cease these last two decades to investigate the different 

axes that deal with robotics. This research is distinguished by the different angles 

with which are addressed the preoccupations with robotics that can be classified as 

follows: 

a. Modeling:   

    Most of the time the robot model (Manipulator or mobile), Is necessary to 

perform a command for example , But sometimes the model can be non-linear and 

couplet, even with variable parameters, Which requires orienting towards nonlinear 
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modeling and identification methods instead of being satisfied with the Lagrange 

and Euler formalisms for the dynamic model. 

b. Scheduling tasks: 

      These are strategies that manage a set of operations that make up a task. We are 

talking about the coordination between these operations and their realization. The 

Planning is global if you have all the information about the environment and often 

static. The planning is local if the movement cannot be foreseen in advance, which 

requires reactive reflexes. 

c. Trajectory generation: 

       The trajectory generation that must be traveled by a robot and carried out off 

line or online. 

d. The command : 

    This is the step that generates the control signal to send to the robot's 

shareholders to ensure the trajectory to be followed. Among these commands, the 

PID command, the adaptive control, linear feedback control, Robust control. 

e. The identification : 

   Conventional methods such as least squares are used if the system is assumed to 

e li ear i  the para eters, if it’s ot the ase, thus using non-linear approximation 

methods. [1] 

 

1. History and Motivation : 

The English term robot was derived from the Czech word robota that means 

executive labor, and was first introduced by the Czech playwright Karle Capek in his 

1921 play Rossum's Universal Robots. Since then the term has been applied to 

virtually anything that operates with some degree of autonomy, usually under 

computer control. An official definition of the term, dated to 1980, comes from the 

Robot Institute of America (RIA) and reflects to days status of robotics technology: 
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 A ro ot is a reprogra a le, ultifu tio al a ipulator desig ed 

to move material, parts, tools, or specialized devices through variable 

progra ed otio s for the perfor a e of a variety of tasks.  [2] 

In the early 1980's, robot manipulators were touted as the ultimate solution to 

automated manufacturing. Predictions were that entire factories of the future would 

require few, if any, human operators. It turned out that these predictions were a 

little exaggerated, as the savings in labor costs often did not outweigh the 

development costs of creating robot systems. Quite simply, people are good at what 

they do, and installing a robot involves complex systems integration problems. As a 

result, robotics fell out of favor in the late 1980's. 

 A resurgence of interest in robotics can be witnessed in the recent years. 

Deeper understanding of the subject and new technology have made it possible for 

robots to explore the surface on Mars, locate sunken ships, searching out land 

mines, and finding victims in collapsed buildings. In an industrial environment the 

advantages of robots are reduction of manufacturing costs, increase of productivity, 

improvement of quality standards, and the possibility of eliminating harmful tasks 

for human operator.[3] 

2.  TheEurobtec IR50p( or ROB3i) : 

The IR 0p or ROB i  is a ro ot a ipulator a ufa tured y Euro te , it’s a  

DOF manipulator, each joint has a DC motor that operates in a  nominal voltage of 

V, a d a potio eter to easure the joi t’s a gle. 

Originally,IR50p has an i tegrated o troller i  the ase of the ro ot, it’s easy 

a d fast to i stall a d i ple e t ut it’s a  old te h ology, does ’t i lude su h a 

trajectory tracking algorithms, as well intelligence represented by vision, as well data 

supervision, and speed precision ratio perspective. 

Our mission consists of removing all the hardware and electronics except the 

arm (motors and Potionmeters), and implement improved nonlinear controller 
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design solution as well, estimate accurate IR50pmanipulatorparameters, then we’ll 

add an intelligence represented by vision control. 

 

Figure 1: CAD model of IR50P robot manipulator 

 

 

3.     Objectives :                                                        

Our objective is improving the control of the first 3 DOF (Degrees of freedom) of 

the robot using an Arduino board and Simulink, this makes the computing more 

responsive, stable and efficient. This allows us to supervise all feedback, signals, 

positions and joint angles in real-time.  Such a complex control problem would be 

better solved by dividing it into mini objectives as follows: 

1 . Kinematics and dynamics modeling of the 3 DOF robot manipulator. 

2. Simulate the model, design different control methods. 

3. Design a PID controller for the 3 DOF manipulator for position control. 

4. Complete our robot dynamical model by estimating reliable parameters of the 

robot. 
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5. Appling computed torque control using the estimated parameters for 

trajectory tracking. 

6. Estimate the position of an object using a camera, the arm has to reach the 

object which required: camera modeling and calibration, image processing for 

color and shape detection of an object. 

 

4.    Software: 

Four computer programs have been used to solve the thesis assignment. 

Following is a short description of this software and the using area. 

4.1 MATLAB R2014a with SIMULINK: 

MATLAB [4] is developed by MathWorks, and is a high-level language and 

numerical computing environment for performing computationally intensive tasks 

faster than traditional programming languages. It solves tight integration and 

mathematical problems with other MathWorks products, among them SIMULINK [5] 

which is an environment for multi domain simulation and Model-Based Design for 

dynamic and embedded systems. MATLAB and SIMULINK have been used to 

simulate the dynamic model for The IR50p, and to present the results graphically. 

4.2 Arduino IO (MATLAB support package for Arduino ) : 

MATLAB support package for Arduino is a MATLAB class and Simulink blocks 

for communicating with an Arduino microcontroller board. 

It also has a specific code for Arduino Hardware that enables the serial 

communication with SIMULINK. We can read data from sensors, write and generate 

signals through the Arduino board, and immediately see the results in SIMULINK 

without having to compile. [6] 

4.3 MATLAB Camera Calibration Toolbox : 

https://www.mathworks.com/matlabcentral/fileexchange/?term=tag%3A%22arduino%22


Introduction 

 

 

6 

 

We have used this toolbox to estimate the parameters of the camera. We can 

use these parameters to correct for lens distortion, measure the size of an object in 

real world units, as well determine the location of the camera in the scene. 

5 Hardware: 

For this part e ha e used three pri ipal ele tro i s’ tools: 

5.1 Arduino Mega2560board: 

Arduino board designs use a variety of microprocessors and controllers. The 

boards are equipped with sets of digital and analog input/output (I/O) pins that may 

be interfaced to various expansion boards (shields) and other circuits. The boards 

feature serial communications interfaces, including Universal Serial Bus (USB) on 

some models, which are also used for loading programs from personal computers. 

The microcontrollers are typically programmed using a dialect of features from the 

programming languages C and C++. In addition to using traditional compiler 

toolchains, the Arduino project provides an integrated development environment 

(IDE) based on the Processing language project. 

We have chosen the Arduino Mega 2560 board as it is based on the 

ATmega2560 microcontroller shown in figure (2), it operates at 16 MHz to control all 

of the onboard functions as well sending the data over serial communication to 

SIMULINK in order to be plotted and interpreted. 

 

https://en.wikipedia.org/wiki/Input/output
https://en.wikipedia.org/wiki/Universal_Serial_Bus
https://en.wikipedia.org/wiki/C_%28programming_language%29
https://en.wikipedia.org/wiki/C%2B%2B
https://en.wikipedia.org/wiki/Integrated_development_environment
https://en.wikipedia.org/wiki/Processing_%28programming_language%29
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Figure 2: Arduino Mega 2560 

 

5.2 Dc Motors Driver Board: 

A power board is intended to distribute power at the desired dose to electrical 

components including sensors and actuators, in our case we have the Dc Motors 

Driver board used to control the three dc motors according to the command signals 

delivered by the Arduino mega board. 

The power board has 3 H- ridges related to the otors, a d it’s po ered y a 

24V power source, and the Arduino mega controls this driver board in order to 

decide: 

 The power distributed to the motor, which will make it turn more or 

less quickly according to the PWM signal from the Arduino. 

 The direction of the voltage to be applied to the motor, which will make 

it turn in one direction or another, this can be done using the H-bridges.    
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Figure 3 Power Board 

 

5.3 Webcam: 

In vision application, we used an arbitrary webcam with a quality of 640X480. 

 

Figure 4 Webcam  

6. Outline  

 Chapter 1 discusses the mathematical model of the IR50p robot manipulator, 

which is concluded using the kinematics and dynamical modeling.  
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 Chapter 2 discusses different control theories of the manipulator such PID, 

independent joint control and computed torque control and simulate each of 

them, and also discusses System identification methods and the way to apply 

it on robot manipulators. 

 Chapter 3 discusses computer vision theory and image processing tools that 

are used to detect and position an object, and then discusses the camera 

model which can transfer the position of the object from the digital image 

position into the real world coordinate frame.   

 Chapter 4 discusses the obtained practical results after applying the PID 

controller as well, a comparison between the estimated manipulator model 

and the real one, results obtained after applying computed torque controller 

using the estimated parameters, and finally shows the results obtained from 

vision control application.  
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                                          Chapter 1: Modeling 

1.1    Representing Position and Orientation: 

A fundamental requirement in robotics and computer vision is to represent 

the position and orientation of objects in an environment. Such objects include 

robots, cameras, work pieces, obstacles and paths.  

A point in space is a familiar concept from mathematics and can be described 

by a coordinate vector, also known as a bound vector, as shown in Figure 1.1.a the 

vector represents the displacement of the point with respect to some reference 

coordinate frame. A coordinate frame, or Cartesian coordinate system, is a set of 

orthogonal axes which intersect at a point known as the origin. 

More frequently we need to consider a set of points that comprise some 

object. We assume that the object is rigid and that its constituent points maintain a 

o sta t elati e positio  ith espe t to the o je t’s oo di ate f a e as sho  i  

Figure 1.1.b Instead of describing the individual points we describe the position and 

orientation of the object by the position and orientation of its coordinate frame. A 

coordinate frame is labeled, {B} in this case, and its axis labels �  and y  adopt the 

f a e’s label as their subscript. 

The position and orientation of a coordinate frame is known as its pose and is 

shown graphically as a set of coordinate axes. The relative pose of a frame with 

respect to reference coordinate frame, is denoted by the symbol  ξ pronounced ksi. 
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Figure (1.1a): the displacement of the point P with respect to a coordinate frame 

 

 

Figure (1.1.b): the position and orientation of the object by the position and 

orientation of its coordinate frame. 
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Figure( 1.2) : two frames {A} and {B} and the relative pose AξB  which describes {B} 

with respect to {A} 

 

Figure 1.2 shows two frames {A} and {B} and the relative pose ,which describes 

{B} with respect to {A}.The point P can be described with respect to either coordinate 

frame. Formally we express this as: 

P  = ξ   . P                        (1.1) 

 

1.1.1    Representing Pose in 3-Dimensions: 

The 3-dimensional case is an extension of the 2-dimensional case and we add 

an extra coordinate axis, typically denoted by z, which is orthogonal to both the x- 

and y-axes.  

The  point P is represented by its x-, y- and z-coordinates (x, y, z) or as a bound 

vector 

P = x �̂  + y ŷ + z ẑ               (1.2) 

With    �̂ =  [ , , ]  

Figure 1.1.a shows a coordinate frame {B} that we wish to describe with 

respect to the reference frame {A}. We can see clearly that the origin of {B} has been 

displaced by the vector t = (x, y, z) and then rotated in some complex fashion. The 

way we represent orientation is very important. Our approach is to consider an 

arbitrary point P with respect to each of the coordinate frames and to determine the 

relationship between, and we will consider the problem in two parts: rotation and 

then translation. Rotation is surprisingly complex for the 3-dimensional case and we 

devote all of the next section to it. 
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Figure (1.3 ): Two 3D coordinate frames {A} and {B}. {B} is rotated and translated 

with respect to {A} 

 

1.1.2     Representing Orientation in 3-Dimensions: 

a.   Orthonormal Rotation Matrix: 

We can represent the orientation of a coordinate frame by its unit vectors 

expressed in terms of the reference coordinate frame. Each unit vector has three 

elements and they form the columns of a  3 × 3 orthonormal matrix  �   

[�yz ]= � [�yz ]                                       (1.3) 

The orthonormal rotation matrices for rotation of θ about the x, y and z axes 

are 

� = [ cosθ −sinθsinθ cosθ
]                      (1.4) 

� = [cosθ −sinθsinθ cosθ
]                      (1.5) 
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� = [cosθ −sinθsinθ cosθ ]                       (1.6) 

 

 

b.  Three-Angle Representations: 

Eule ’s otatio  theo e  e ui es su essi e otatio  a out th ee a es su h 

that no two successive rotations are about the same axis. There are two classes of 

rotation sequence: Eulerian and Cardanian, named after Euler and Cardano 

respectively. 

The Eulerian type involves repetition, but not successive, of rotations about one 

particular axis: XYX, XZX, YXY, YZY, ZXZ, or ZYZ. The Cardanian type is characterized by 

rotations about all three axes: XYZ, XZY, YZX, YXZ, ZXY, or ZYX. In common usage all these 

sequences are called Euler angles and there are a total of twelve to choose from. 

The XYZ sequence is commonly used in aeronautics and mechanical dynamics and 

Robotics. which represent the rotations about ϕ, θ  and   ,which  known as roll, pitch and 

yaw  angles. 

R = � ϕ � θ �                        (1.7) 

1.1.3      Combining Translation and Orientation: 

Alternatively we can use a homogeneous transformation matrix to describe 

rotation and translation   

[  
    ]  
 
 = [ �  ∗ ] [  

    ]  
 
                          (1.8) 
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The Cartesian translation vector between the origins of the coordinates frames {A} 

and {B}  is , and the change in orientation is represented by a 3 × 3 orthonormal submatrix 

R. The vectors are expressed in homogenous form and we write �̃  =  [ �  ∗ ] �̃   = �   �̃            (1.9) 

with �   is a 4 × 4 homogeneous transformation. The matrix has a very specific 

structure and belongs to the special Euclidean group of dimension 3. [7]   

1.2    Forward Kinematics: 

In this section we develop the forward or configuration kinematic equations for 

rigid robots. The forward kinematics problem is concerned with the relationship 

between the individual joints of the robot manipulator and the position and 

orientation of the tool or end-effector. 

Stated more formally, the forward kinematics problem is to determine the 

position and orientation of the end-effector, given the values for the joint variables 

of the robot. The joint variables are the angles between the links in the case of 

revolute or rotational joints, and the link extension in the case of prismatic or sliding 

joints. The forward kinematics problem is to be contrasted with the inverse 

kinematics problem, which will be studied in the next chapter, and which is 

concerned with determining values for the joint variables that achieve a desired 

position and orientation for the end-effector of the robot. 

 

1.2.1   Kinematic Chains: 

A robot manipulator is composed of a set of links connected together by 

various joints. The joints can either be very simple, such as a revolute joint or a 

prismatic joint, or else they can be more complex. 
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Figure (1.4): Symbolic representation of robot joint 

With the assumption that each joint has a single degree-of-freedom, the action 

of each joint can be described by a single real number: the angle of rotation in the 

case of a revolute joint or the displacement in the case of a prismatic joint. The 

objective of forward kinematic analysis is to determine the cumulative effect of the 

entire set of joint variables  

A robot manipulator with n joints will have n + 1 links, since each joint 

connects two links. We number the joints from 1 to n, and we number the links from 

0 to n, starting from the base. By this convention, joint i connects link i− 1 to link i. 

We will consider the location of joint i to be fixed with respect to link i−1. When joint 

i is actuated, link i moves. Therefore, link 0 (the first link) is fixed, and does not move 

when the joints are actuated. 

With the ith joint, we associate a joint variable, denoted by qi. In the case of a 

revolute joint, q is the angle of rotation and in the case of a prismatic joint, q is the 

joint displacement: 

q  = {θ ∶  joint i revolute d : joint i prismatic } 
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To perform the kinematic analysis, we rigidly attach a coordinate frame to each 

link .In particular, we attach o � y z to link i. This means that, whatever motion the 

robot executes, the coordinates of each point on link i are constant when expressed 

in the ith coordinate frame. Furthermore, when joint i is actuated, link i and its 

attached frame, o � y z , experience a resulting motion. The frame o � y z , which 

is attached to the robot base, is referred to as the inertial frame. 

Now suppose Ai  is the homogeneous transformation matrix that expresses the 

position and orientation of o � y z   with respect to o − � − y − z − .  

The matrix Ai is not constant, but varies as the configuration of the robot is 

changed. However, the assumption that all points are either revolute or prismatic 

means that Ai is a function of only a single joint variable, namely qi. In other words, 

A = A  q                                    (1.10) 

Now the homogeneous transformation matrix that expresses the position and 

orientation of o � y z   with respect to o � y z   is called, by convention, a 

transformation matrix, and it is denoted by T  

T = A + A + … A −     if  i<j             (1.11) 

T = I    if i=j                                           (1.12) 

T = (T )− if  i>j                                  (1.13) 

By the manner in which we have rigidly attached the various frames to the 

corresponding  links, it follows that the position of any point on the end-effector, 

when expressed in frame n, is a constant independent of the configuration of the 

robot. Denote the position and orientation of the end-effector with respect to the 

inertial or base frame by a three-vector t  (which gives the coordinates of the origin 

of the end-effector frame with respect to the base frame) and the 3 × 3 rotation 

matrix � , and define the homogeneous transformation matrix 
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T = [� t ]                                 (1.14) 

Then the position and orientation of the end-effector in the inertial frame are 

given by 

T  =  A  (q  … A  (q                (1.15) 

Each homogeneous transformation Ai  is of the form 

A = [� − t − ]                           (1.16) 

Hence 

T = A + … A  = [� t ]              (1.17) 

The matrix � expresses the orientation of o � y z relative to o � y z  and is 

given by the rotational parts of the A-matrices as 

�  =  � + … .� −                               (1.18) 

The coordinate vectors o  are given recursively by the formula 

t  =  t − + � − t −                            (1.19) 

These expressions will be useful  when we study Jacobian matrices . [8] 
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Figure (1.5): Links, joints , coordinate frames and transformation vector on an 3 DOF 

elbow manipulator 

 

 

1.2.2 Denavit and Hartenberg Representation: 

A commonly used convention for selecting frames of reference in robotics 

applications is the Denavit and Hartenberg (D–H) convention which was introduced 

by Jacques Denavit and Richard S. Hartenberg. In this convention, coordinate frames 

are attached to the joints between two links such that one transformation is 

associated with the joint [Z], and the second is associated with the link [X]. The 

coordinate transformations along a serial robot consisting of n links form the 

kinematics equations of the robot, 

T =[Z ][X ][Z ][X ]… . [X − ][Z ]          (1.20) 

https://en.wikipedia.org/wiki/Frames_of_reference
https://en.wikipedia.org/wiki/Robotics
https://en.wikipedia.org/wiki/Robotics_conventions#Denavit.E2.80.93Hartenberg_link_frame_convention_.28DH.29
https://en.wikipedia.org/w/index.php?title=Jacques_Denavit&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Richard_S._Hartenberg&action=edit&redlink=1
https://en.wikipedia.org/wiki/Transformation_%28geometry%29
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            In order to determine the coordinate transformations [Z] and [X], the 

joints connecting the links are modeled as either hinged or sliding joints, each of 

which have a unique line S in space that forms the joint axis and define the relative 

movement of the two links. A typical serial robot is characterized by a sequence of 

six lines Si, i=1,...,6, one for each joint in the robot. For each sequence of lines Si and 

Si+1, there is a common normal line Ai,i+1. The system of six joint axes Si and five 

common normal lines Ai,i+1 form the kinematic skeleton of the typical six degree of 

freedom serial robot. Denavit and Hartenberg introduced the convention that Z 

coordinate axes are assigned to the joint axes Si and X coordinate axes are assigned 

to the o o  o al’sAi,i+1. 

This convention allows the definition of the movement of links around a 

common joint axis Si by the screw displacement, 

[Z ]= [cosθi −sinθisinθi cosθi di]                 (1.21) 

        he e θi is the rotation around the X and di is the slide along the Z axis 

either of the parameters can be constants depending on the structure of the robot. 

Under this convention the dimensions of each link in the serial chain are defined by 

the screw displacement around the common normal Ai,i+1 from the joint Si to Si+1, 

which is given by 

[X ]= [ cosα , + a−sinα , +sinα , + cosα , +      ]         (1.22) 

          He e αi,i+1 and a i,i+1 define the physical dimensions of the link in terms of 

the angle measured around and distance measured along the X axis. [9] 

a.   Four parameters 

https://en.wikipedia.org/wiki/Screw_axis#Screw_axis_of_a_spatial_displacement
https://en.wikipedia.org/wiki/Screw_axis#Screw_axis_of_a_spatial_displacement
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The following four transformation parameters are known as D–H 

parameters[10] 

d: offset along previous z to the common normal. 

θ: angle about previous z, from old x to new x 

a: length of the common normal . 

 �: angle about common normal, from old z axis to new z axis 

 

Figure (1.6 ):DH Parameters, Joints axis and common normal representation 

b.   Denavit-Hartenberg matrix 

It is common to separate a screw displacement into the product of a pure 

translation along a line and a pure rotation about the line, so that [Z ]= trans d �ot (θi             (1.23) 

And  

[X ]= trans (a , + )�ot (α , +      (1.24) 
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Note that this is the product of two screw displacements, The matrices 

associated with these operations are  

 trans d = [ d  ]        (1.25) 

�ot − (θ = [cθ −sθsθ cθ ](1.26) 

 trans a =[ a ](1.27) 

�ot (α =[ cα −sαsα cα ](1.28) 

This gives : 

T   − = [cθ −sθ cαsθ cθ cα sθ sα a cθ−cθ sα a sθ         sα         cα d ]   = [ � t](1.29) 

where R is the 3×3 submatrix describing rotation and t is the 3×1 submatrix 

describing translation[3] 

 

 

1.2.3     Application on the chosen robot: 

Consider now the 3 DOF Elbow manipulator represented symbolically by Figure 1.70. 

https://en.wikipedia.org/wiki/Screw_theory


Chapter 1: Modeling 

 

 

23 

 

 

Figure (1.7) : Links, joints , coordinate frames and transformation vector on an 3 

DOF elbow manipulator 

 

Table 1.1 DH parameters for 3-link Elbow manipulator. 

i θ −  d −  φ  α  

1 q  l  0 /  

2 q  0 l  0 

3 q  0 l  − /  

We have  

T =[Z ][X ][Z ][X ][X ][Z ] 
  And we know from  (1.23) and (1.24) that  

[Z ]= trans d �ot (θi And  [X ]= trans (a , + )�ot (α , +  

And by replacing the parameters we get  
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T = �ot q trans l �ot α �ot q trans l �ot q  trans l �ot  /            

(1.30) 

And the Transformation matrix is given by: 

�  =  [� � − − �    � � − ��      � � � + � �� � � + � �� + � + �                                                     ]          (1.31) 

   And we can derive  

� = [c c −s −s cc s c −s cs c ] and   t = [c l c + l cc l c + l cl + l s + l s ] 
Denote that we have : � = cos  � + � ,      � = cos  �  , � = cos  �  � = sin  �   , � = sin  � + �  

 

 

1.3    Differential Kinematics: 

1.3.1    Derivation of the Jacobian: 

In vector analysis, the Jacobian matrix is a matrix associated with a vector 

function at a given point. Its name comes from the mathematician Charles Jacobi. 

The determinant of this matrix, called Jacobian, plays an important role in solving 

nonlinear problems. 

The time derivative of the kinematics equations yields the Jacobian of the 

robot, which relates the joint rates to the linear and angular velocity of the end-

effector, The robot Jacobian results in a set of linear equations that relate the joint 

https://en.wikipedia.org/wiki/Jacobian_matrix_and_determinant
https://en.wikipedia.org/wiki/Angular_velocity
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rates to the six-vector formed from the angular and linear velocity of the end-

effector. 

a. Angular Velocity: 

Consider that the angular velocity is noted as ,Now when a rigid body moves 

in a pure rotation about a fixed axis, every point of the body moves in a circle. The 

centers of these circles lie on the axis of rotation. 

 As the body rotates, a perpendicular from any point of the body to the axis 

s eeps out a  a gle θ, a d this a gle is the sa e fo  e e  poi t of the od . [ ] 

The angular velocity   with respect to a joint frame is expressed by its angular 

velocity and its axe of rotation vector and can be written as     

= Ẑq    with     Ẑ is the unite vector which describes the axe of rotation of the 

joint , denote that  
ẑ = [ ]         (1.32) 

For a robot manipulator, we consider  the angular velocity of  the end-

effector, this angular velocity is the vectorial sum of the provided angular velocity of 

each joint that they are expressed relative to a common coordinate frame, in our 

case the base coordinate frame, and all the axis of rotation must be represented in 

the base frame,  can be expressed by:  

= ∑ Z qi= (1.33) 

We know that Z is the axe of rotation of the ith joint expressed in the base 

frame (frame {0} ), thus we can write it    

Z = �Ẑ(1.34) 

By replacing Z  in (1.33) , becomes  
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= [ �Ẑ � Ẑ �Ẑ] * [qqq ]     (1.35) 

And we can write  

 = � q       (1.36) 

which gives us  

� = [ �Ẑ � Ẑ �Ẑ](1.37) 

and �  is the derivative of the angular velocity 

b.  Linear Velocity: 

We now consider the linear velocity of a point that is rigidly attached to a 

moving frame. 

Suppose the point t   is rigidly attached to the frame o1x1y1z1, and that o1x1y1z1 is 

rotating relative to the frame o0x0y0z0, so we can express the linear velocity of 

frame {1} with respect to {0} frame, and it can be written as[12] : 

V = 
 

= 
  

=  
 q  

In case of robot manipulator, t  is the end-effector position vector, the linear 

velocities can be added vectorially and becomes    

V = [  n q +  n q + +  nn q ]     (1.38) 

And it becomes 

V = [  n  n   …   nn]* [qqq ]     (1.39) 

And we can write  it as 
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V = � q      (1.40) 

hence 

�  = [  n  n…   nn]      (1.41) 

And �  is the derivative of the Linear Velocity 

C.   Combining the Angular and Linear Jacobians:  

The jacobian matrix expressed  by combining each of jacobian,  the linear and 

the angular  [13] 

We have  V
 =  (�� ) q           (1.42) 

And we can write  

J= [�� ]             (1.43) 

And J the jacobian matrix of the manipulator  

1.3.2      application on the chosen robot : 

from what we have studied previously we can get : 

V = � q       ;     = � q  →    V  =  (�� ) q  →   � = (�� ) 

And we know from (1.41)that : 

�  = [    ] (1.44) 

First we have the position vector of our robot  dented by (1.32)                                
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t = [c l c + l cc l c + l cl + l s + l s ]                         (1.45) 

 = [−s l c . + l cc l c . + l c ]                     (1.46) 

= [−−c l s . + l ss l s . + l sl c + l c ]                 (1.47) 

= [−l s . c−l s . sl c . ]                                       (1.48) 

Thence: 

�  = [−s l c . + l cc l c . + l c −−c l s . + l ss l s . + l sl c + l c −l s . c−l s . sl c . ] (1.49) 

And we know from (1.37) that the angular jacobian is  

� = [ �Ẑ � Ẑ �Ẑ]       (1.50)    with Ẑ = [ ]  
Z = �Ẑ =  [c −ss c ] [ ]  = [ ]     (1.51) 

Z = �Ẑ = [c −ss c ] [ c −sc c ] [ ] [c ss −c ] [ ] = [ s−c ]    (1.52) 

 

Z = �Ẑ = [c ss c ] [ ] [ ] =   [ s−c ]        (1.53) 

thence              
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� = [ Z   Z    Z   ] =[ s−c s−c ]       (1.54) 

By combining the two jacobian we get: 

J=

[  
    

− � � . + � �� � � . + � � −−� � . + �� . + �� � + � �           −� . �−� .� � .     
                                                                      −�                                  −�        ]  

   1.55) 

 

 

1.4    Inverse kinematics: 

The inverse kinematics problem is, given the position and orientation of the 

tool frame, to compute the corresponding joint angles. The inverse kinematics  

problem is considerably harder than the forward kinematics problem, where a 

unique closed form solution always exists, and there are several methods can be 

used to get the inverse kinematics . 

1.4.1   Iterative Method: 

In this method we consider a few change of the variable q and  a few change of 

the variable x and we can express them as Δ� and Δq respectively 

with  � is the �acobian Matri�,we can write  

Δ� =  � Δq                (1.56) 

Δ� = �d − �             (1.57) 

  with { � ∶ actual position�d: desired position  
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The Algo ith  that’s used i  this ethod  

1. Compute actual position  :� 

2. Compute :Δ� = �d − � 

3. Using pseudo-inverse  :        Δq = �  � −  � Δ�     (1.58) 

4. Calculate the new angle  q  :     q = q +  Δq (1.59) 

 

1.4.2     The geometric Approach: 

This method is used to solve the unknown joint angles required for the 

autonomous positioning of a robotic arm. A plethora of complex mathematical 

processes is reduced using basic trigonometric in the modeling of the robotic arm. 

1.4.3     Application on the chosen robot : 

As we have mentioned we have to found the unknown angles for each joint; 

and in our case we have 3 link arm robot so we have to find (q , q  , q  , for the this 

we have used basic trigonometric equations : 

For the  first joint angel q  we have 

q = arctan    (1.60) 

And for the third joint angel q : 
Sin q  = √ + cos q           (1.61) 

And we have                          Δ = √� + y                    (1.62)       

and                                           ² = Δ² + z                        (1.63)    

and                                            r² = l  +l  - l l  osα   .64  
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Thence                                     Cos α =(  + −Δ − )     (1.65)   

 And                                                    q = − α                 (1.66) and                                               cos q =  −�osα                 (1.67) 

  so                                            cos q = −  l  +l −Δ²−z   l l     (1.68) 

   thence                                q = acos −  l  +l −Δ²−z   l l   (1.69) 

and for the second joint angel q   we have  

tan(B)=  +  

B = tan−  +                            (1.70) 

In the other hand we have : ϒ= B +q   ⇔q  =ϒ-B             (1.71)    

and                                            tan(ϒ)=
Δ  ⇔ϒ= tan− (z /Δ   (1.72) 

Hence 

q  =  tan− (z /Δ − tan−  +   (1.73) 
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Figure (1.8) :angels and distances  of a 3 DOF elbow manipulator 

1.5    Dynamics: 

For control design purposes, it is necessary to have a mathematical model that 

reveals the dynamical behavior of a system. Therefore, in this section we derive the 

dynamical equations of motion for a robot manipulator. Our approach is to derive 

the kinetic a d pote tial e e g  of the a ipulato  a d the  use Lag a ge’s 

equations of motion to describe the dynamic properties of the robot arm. This 

relation may be on the form [14] 

M q q⏟    MM + � q , q q⏟        
+ G  q  ⏟   + F q⏟  = ⏟I  (1.74) 

1.5.1     Lagrange-Euler formulations   

The Lagrangian is formulated as [15] 

∂∂ - 
∂∂  =          (1.75) 



Chapter 1: Modeling 

 

 

33 

 

The function L, which is the difference of the kinetic and potential energy, is 

called the Lagrangian of the system, and Equation (1.96)is called the Euler-Lagrange 

Equation. 

L= k-u                   (1.76) 

 Thence 

∂∂ ∂∂ - 
∂∂     +      ∂∂      =       (1.77) 

Where T is the total kinetic energy and U is the total potential energy of a 

system that consists of n rigid links. 

 

1.5.1.1   Inertial force: 

And here we must talk about the mass matrix  

a. Mass matrix : 

the mass matrix M(q)  is a symmetric matrix M that expresses the connection 

between the time derivatives qof the generalized coordinate vector q of a system 

The kinetics energy for a manipulator is define as    

We have :                                   K= q  M(q) q                                                        (1.78) 

So :                                             ∂k∂q = ∂∂q qt M q  q  = M q  q                          (1.79) 

hence :                                        ∂∂t ∂k∂q = 
∂∂ M q  q  = M q q +M q  q            (1.80) 

    And we get:                           M q q + M q  q - [  
 q ∂M∂q ∂M∂ n]  

 
                                (1.81) 

https://en.wikipedia.org/wiki/Generalized_coordinates
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The equation (1.81) describes the Inertial forces Represented in mass matrix 

and Centrifugal &Coriolis Forces. 

For the kinetic energy we can defined it as : 

K= ∑ k= = q  M q  q            (1.82) 

{ for lineair movement ∶ k = mv²for rotational movement ∶ k = I } 

In addition to this we have   

k =  (m v v + I )     (1.83) 

From (1.83) and  (1.82) 

K= q  M q  q   = ∑ (m v v + I )=       (1.84) 

And we have                  v = � q       (1.85)       

With  �  the linear jacobian for the ith  joint  define as                                                       

� =   [∂∂ ∂∂ ]               (1.86) 

Denoted that  Pci : center of mass position vector in frame {0} 

And we have also                             = � q            (1.87) 

With  �  the angular jacobian for the ith  joint  define as                                                       

�  =   [Z Z ]                       .88                  �enoted that   Zi : axe of Rotation in frame {0} 

Thence                      q  M q  q =      q ∑ (m � � + I )= q          (1.89) 
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And we get the mass matrix expression      

M q = ∑ (m � � + I )=                            (1.90) 

The mass matrix can be written as this form 

M q = [M M …M⋱M M …M ]  (1.91) 

 

b.  Centrifugal and Coriolis Forces : 

The Coriolis force is an inertial force (also called a fictitious force) that acts on 

objects that are in motion relative to a rotating reference frame. In a reference 

frame with clockwise rotation, the force acts to the left of the motion of the object. 

In one with anticlockwise rotation, the force acts to the right [16] 

Whereas the centripetal (Centrifugal) force is seen as a force which must be 

applied by an external agent to force an object to move in a curved path, the 

Centrifugal and Coriolis forces are "effective forces" which are invoked to explain the 

behavior of objects from a frame of reference which is rotating. [17] 

Centrifugal &Coriolis  terms can be extracted from (1.81) and we can write  

C(q, q)q = M q q  - [  
 q ∂M∂q ∂M∂ n]  

 
 = [M M …M⋱M M …M ]q  -

[  
   
  q [M M …M⋱M M …M ]q
q [M M …M⋱M M …M ]q]  

   
  
     (1.92) 

 

We define                                   M = Mq                             (1.93) 

And                                                Mij = Mij q + Mij q + +Mijnqn           (1.94) 

https://en.wikipedia.org/wiki/Inertial_force
https://en.wikipedia.org/wiki/Rotating_reference_frame
http://hyperphysics.phy-astr.gsu.edu/hbase/cf.html#cf
http://hyperphysics.phy-astr.gsu.edu/hbase/corf.html#cor
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And we can write  

C( q, q)q = 

[ (M M …M ) + (M M …M )+ (M M …M )⋱(M M …M ) + (M M …M )+ (M M …M )]+
[[ M M …M⋱M M …M ] [ q qq − q ]]              (1.95) 

 

 

 

Using Christoffel Symbols : 

                                                 b = (M +M −M )            (1.96) 

We can write a general form : 

C( q, q)q  = c ( q)q + c ( q)qq          (1.97) 

 

Centrifugal term :         c  ( q)q  = [[b b …b⋱b b …b ] [q²q²
]]     (1.98) 

Coriolis term:      c ( q)[qq] = [ b b … b −⋱b b … b − ] [ q² q²q² − q²
] (1.99) 

c.    Inertia matrix : 

the moment of inertia is a scalar value expressing the resistance to changes to 

the rotation of an object. If the axis o rotation is not given, it is possible to generalize 

the scalar moment of inertia as 3X3 matrix expressing the moment of inertia about 

arbitrary axes. This matrix called also inertia tensor. 
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Let the mass density of an object , and   the inertia tensor in frame attached 

to center of mass of the object and p the position vector defin as   

p = [�yz]   (1.100) 

  

We have                       I= ∫−p̂ p̂  dv  and  −p̂p̂ =  p p I − pp      (1.101)  

        

Thence                                 I = ∫[− p p I − pp ] dv  (1.102) 

We have−p̂p̂ = [− p p I − pp ] = [y + z −�y �z−�y z + � −yz� −y � + y ]       (1.103)  

the inertia tensor expressed as                  I= [− I −I II I −I−I −I I ] (1.104) 

and we define  the Moments of Inertia 

 I = ∭ y + z d�dydz (1.105) I = ∭ � + z d�dydz  (1.106) I = ∭ y + � d�dydz   (1.107) 

and we have also  the Products of Inertia 

 I = ∭�y d�dydz (1.108)  I = ∭�z d�dydz (1.109)  I = ∭yz d�dydz (1.110) 

1.5.1.2     Gravity term (Potential Energy ): 

Now consider the potential energy term. In the case of rigid dynamics, the only 

source of potential energy is gravity. The potential energy of the i-th link can be 
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computed by assuming that the mass of the entire object is concentrated at its 

center of mass and is given by  

 u = m g hu = m −g p }  and  U = ∑ u      = (1.111) 

We have the  Gravity Vector :              g = (−g)          (1.112) 

And we have  the linear Jacobin             � =  [∂∂ ∂∂ ]                  .  

We define                     G = ∂∂ =-∑ m g ∂∂=  

And from the previous equation we get the gravity term define as  

 

G q = - ( � � …    � n ) (m gm g ) =-( � m g + � m g +…+� n m g )   (1.114) 

 

1.5.1.3        Friction modeling: 

Although joint frictions are complicated in reality, a simple model which is the 

combination of viscous and Coulomb and stiction( stribeck effect) , is normally used 

to describe the friction phenomenon for all joints: 

F q =  F  q⏟  + F  sign q⏟        +  F  q⏟      (1.115) 

 

I. viscous friction : 

The viscous friction element models the friction force as a force proportional to 

the sliding velocity. 

II. Coulomb friction : 
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The Coulomb approximation mathematically follows from the assumptions 

that surfaces are in atomically close contact only over a small fraction of their overall 

area, that this contact area is proportional to the normal force. 

and that the frictional force is proportional to the applied normal force, 

independently of the contact area. 

the Coulomb approximation is an adequate representation of friction for the 

analysis of many physical systems.[18] 

III. stiction( stribeck effect):  

The Stribeck curve is a more advanced model of friction as a function of 

velocity. Although it is still valid only in steady state, it includes the model of 

Coulomb and viscous friction as built-in elements.[19] 

And We write     F  q = f  – f   sign q e−| qqs| (1.116) 

With   q  is  Stribeck velocity   

And we can represent all the friction component by the following figure  

https://en.wikipedia.org/wiki/Contact_area
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Figure (1.9): Friction model with coulomb ,viscous and stiction trem 

For a serial robot manipulator we can write the friction term as  [20] 

F q =  [f ⋱ f n] [qq ] + 

[f ⋱ f n] [sign qsign q ]   + [ f – f  ⋱ f n– f  ] [   
 sign q e−|qqs|
sign q e−|qnqs| ]   

 
(1.117) 

Denote that  

Fci : express Coulomb friction of the ith joint . 

Fvi : express viscous friction of the ith joint . 

Fsi : express stiction term of the ith joint . 

qs : expresses the Stribeck velocity . 

1.5.2  Actuator Dynamics : 



Chapter 1: Modeling 

 

 

41 

 

For the actuators which are dc motors, we choose a very simple model, 

because of the huge nonlinearity present in the manipulator joints, the motor 

dynamics could be Neglected or represented by a simple linear model as follow [20] 

U = �θ+ τ+ Tf            (1.118) 

With � joints torques, Tf represent the actuator friction , U represent the inputs 

voltage signals and J represent the actuator inertia. by replacing Eq(1.74)  we get  

U = �θ+M q q + � q , q q + G  q + F q + Tf     (1.119) 

And   θ = Gq  , G represent the gears ratios, denote that 

U = [UU ] , �́ = [j Gj G ], Tf = [TfTf ] 
Yield 

U = �́q + M q q + � q , q q + G  q + F q + Tf    (1.120) 

1.5.3    Application on  the chosen robot : 

we have the Figure 1.8 describe our  3dof elbow manipulator, all center of 

masses represented with respect to the base frame .  

the choice of centre of masses depends on the real mass distribution of our 

robot . 
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Figure (1.10):  angels and distances of center of masses  of a 3 DOF elbow 

manipulator 

 

first we have the position vectors of center of masses denote as  

p =[l c   l s   ] p = [c l cs l cl + l s ] p =  [c l c + l cs l c + l cl + l s + l s ] 
a.   Mass matrix  

and we have the mass matrix of our 3dof robot  as we define in  (1.90) 

M = M � � + �ω  I �ω + M � � + �ω  I �ω + M � � + �ω  I �ω  

we derive of the linear jacobian of the first joint   

�  = [ ]    =   [−l sl c ] 
And also the angular jacobian of the first joint   

�ω = [z     ] =  [ ] 
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and we have the Inertia matrix of the first joint express as  

I = [ I −I −I−I I −I−I −I I ] 
so we can write the first part of the mass matrix  that depend on the first joint 

M � � + �ω  I �ω =
M [−l s l c ] [−l sl c ]+[ ] [ I −I −I−I I −I−I −I I ] [ ]= 

[M l ]+[I ]= [M l² + I ] 
Same thing for the second joint  we have linear jacobian and angular jacobian 

express as 

�  = [ ]    =   [−s l c −c l sc l c −s l sl c ] 
�ω = [z z     ] =  [ − ] 

Also we have the Inertia matrix of the second joint : 

I = [ I −I −I−I I −I−I −I I ] 
And we get the second part of the mass matrix 

M � � + �ω  I �ω = 
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M [−s l c c l c−c l s −s l s l c ] [−s l c −c l sc l c −s l sl c ]+
[ − ] [ I −I −I−I I −I−I −I I ] [ − ]= 

[M l ²c M l ² ]+[I II I ]=[M l ²c + I II M l ² + I ] 
And also for the third joint, we have linear and angular jacobian express as 

� = [ ]    =   [−s l c + l c −c l s + l s −c l sc l c + l c −s l s + l s −s l sl c + l c l c ] 
            �ω = [z z z ] =  [ − − ] 

the Inertia matrix of the third joint : 

I = [ I −I −I−I I −I−I −I I ] 
= M [−s l c + l c c l c + l c  – c l s + l s −s l s + l s l c + l c−c l s −s l s l c ] 
[−s l c + l c −c l s + l s −c l sc l c + l c −s l s + l s −s l sl s + l s l c ]+[ −− ] 
=[ I −I −I−I I −I−I −I I ] [ − − ] 

 

Yield  
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M � � + �ω  I �ω = 

M [l² c² + l² c² + l c l c l² + l ² + l l c l² + l l cl² + l l c l² ]+
[I I II I II I I ]= 

[M l c + l c + l c l c + Izz I II M l² + l ² + l l c + I M l + l l c + II M l² + l l c + I M l² + I ] 
And The general mass matrix becomes  

M=[M l² + I ] + [M l ²c + I IM l² + I ] +
[I + M l c + l c + l c l c −I −I−I I + M l² + l ² + l l −I−I M l² + l l c − I I + M l² ] 
And the other hand we have : 

           M=[M M MM M MM M M ] 
M = M  M = M  M = M  M = M l² + I +M l ²c + I +I + M l c + l c + l c l c  M = M = I + I  M = M = I  

M = M =M l² + l l c + I  
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M = M l² + I +I + M l² + l ² + l l c  

M = I +M l²  

 

b.     Centrifugal &Coriolis Forces 

We begin with the Centrifugal Force as we define in (1.119) 

c ( q)q =[b b bb b bb b b ] [q²q²q² ] 
We know from  (1.93) and (1.96) that  

M = Mq       and b = (M +M −M ) 
So we get M =  M = M =0  M =- M l ²c s +l c s + l c s + l s l c + l l c s ) M = −M l l s  M =  M = M =  M =0 M =0 M =0 M =- M l c s + l l s c  
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M = M l l s  M =  M =  M =  

b = (M +M −M )=
M

=0 

b = (M +M −M )=M − M =0 

b = (M +M −M )=M − M =  

b = (M +M −M )=M − M =M l ²c s +l c s + l c s +l s l c + l l c s ) 

b = (M +M −M )=
M

=0 

b = (M +M −M )=M − M =  

b = (M +M −M )=M − M =M l c s + l l s c  

b = (M +M −M )=
M

=0 

b = (M +M −M )=M − M =M l l s  

And the final matrix becomes c  (q)q =

[M l ²c s + M l c s + l c s + l s l c − M l l c sM l c s + l l s c M l l s ] [q²q²q² ] 
 

And for the Coriolis term we have from (1.99) 
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c ( q)[q q]=[ b b bb b bb b b ] [qqq qqq ] 
And we get  

b = (M +M −M )=
M

=M  

b = (M +M −M )=M  

b = (M +M −M )=  

b = (M +M −M )=  

b = (M +M −M )=  

b = (M +M −M )=  

b = (M +M −M )=M  

b = (M +M −M )=  

b = (M +M −M )=  

b = (M +M −M )=  

And the Coriolis matrix expressed as 

� (q)[� �]=
[ � �� � + � ( � � � + � � + � � � ) − � � � � − � ( � � � + � � � ) − � � � ] 
[��� ��� ] 

C.   Gravity term 

For  Gravity term we have from(1.114) 
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G(q) =- ( � � � ) (m gm gm g ) = - ( � m g +   � m g +     � m g )= 

[l s −l c ] [m g ] +
[−s l c c l c−c l c −s l c l c ] [m g ]+
[−s l c + l c c l c + l c−c l c + l c −s l c + l c l c +−c l c −s l c l c ] [m g ]=[l c m g ]+[ l c + l c m gl c m g ]
= [ l c m l c + l c m gl c m g ] 
 

d.   Friction modeling 

As we seen in (1.117) we can write the friction terms as 

 

             F q =  [f f f ] [qqq ] + 

[f f f ] [sign qsign qsign q ] + [ f – f  f – f  f – f  ] [  
   sign q e−| |
sign q e−| |
sign q e−| | ]  

    
e.      Equation of motion for a 3 DOF elbow manipulator 

And the gene al d a i ’s  e uatio  e o es 

[� � + � +� �� + � + � +� � � + � + � � � � − � −�−� � � + � + � + � ²� + ² + � −�−� � � + � � − � � + � �  
] 
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[��� ]+ 

[� � ²� � +� � � � + � � + � � � −� � � �� � � � + � � � � � � ] [�²�²�² ]+ 

[ � �� � + � � � � + � � + � � � − � � � � − � � � � + � � � − � � � ]
[��� ��� ] + [ � � � � + � �� � ] + [ � � � ] [��� ] + [ � � � ] [�� ��� ��� � ] +

[ � – �  � – �  � – �  ] [  
   �� � −|���|�� � −|���|�� � −|���| ]  

   =[

] 

 

If we add the actuators dynamics we can write 

[UUU ] = [j G j G j G ] [qqq ] + [ ] + [TfTfTf ] 
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Chapter 2: Control and System Identification   

2.1 Manipulator Control: 

The control problem for robot manipulators is the problem of determining the 

time history of joint inputs required to cause the end-effector to execute a 

commanded motion. 

There are many control techniques and methodologies that can be applied to 

the control of manipulators. 

2.1.1 PID controller  : 

In this section we consider the simplest type of control strategy, namely, 

independent joint control. In this type of control each axis of the manipulator is 

controlled as a single input/single output (SISO) system. 

A proportional–integral–derivative controller (PID controller) is a 

feedback control loop  mechanism ,commonly used in industrial control systems. A 

PID controller continuously calculates an error value e (t) as the difference between 

a desired setpoint r(t) and a measured process variable y(t),  and applies a correction 

based on proportional, integral, and derivative terms (sometimes denoted P, I, 

and D respectively) which give their name to the controller type. 

u (t) = �p e(t) +  � +��i ∫ e � d�    (2.1) 

With e(t)=r(t)-y(t) 

https://en.wikipedia.org/wiki/Control_loop
https://en.wikipedia.org/wiki/Feedback_mechanism
https://en.wikipedia.org/wiki/Industrial_control_system
https://en.wikipedia.org/wiki/Setpoint_(control_system)
https://en.wikipedia.org/wiki/Process_variable
https://en.wikipedia.org/wiki/Proportional_control
https://en.wikipedia.org/wiki/Integral
https://en.wikipedia.org/wiki/Derivative
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where �p,��  and � , all non-negative, denote the coefficients for 

the proportional, integral, and derivative terms, In this model: 

P accounts for present values of the error. For example, if the error is large and 

positive, the control output will also be large and positive. 

 P accounts for past values of the error. For example, if the current output is 

not sufficiently strong, the integral of the error will accumulate over time, 

and the controller will respond by applying a stronger action 

 D accounts for possible future trends of the error, based on its current rate of 

change 

 

 

Figure (2.1): A block diagram of a PID controller in a feedback loop. 

 

For a serial robot manipulator we applied a PID control law for each joints 

considering that the desired joints positions are constant, which is commonly known 

as independent joint control.  

Now as we have mentioned on the previous chapter by using the equation 

(1.74) and the equation (2.1) we get : M q� q + C� q�, q q + G �q + F q =�������������(2.2) 

So The control law is given by 

https://en.wikipedia.org/wiki/Proportional_control
https://en.wikipedia.org/wiki/Integral
https://en.wikipedia.org/wiki/Derivative
https://en.wikipedia.org/wiki/Block_diagram
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 = �p�e � + �d + ��∫ e � �d�               (2.3) 

with                               e � �= �qd � − q �              (2.4) 

And                                     =�−q � �������������������������������������(2.5) 

With qd(t) represent the desired angles and q(t) is the actual joints angles and 

  is the torques inputs . 

Denote that Kp,Kd and Ki are n*n positive diagonal matrix. 

 

Figure (2.2) : A block diagram of independent joint control for n joints manipulator 

 

a.   Implementation and simulation  

          We’ e i ple e ted the dynamics equations that we got in section 1.5 

With choosing the manipulator parameters as follow : 

m1=3; m2=1;m3=1; %masses 

L1=1; L2=1;L3=1; %links lengths 

Lc1=0.5; Lc2=0.5;Lc3=0.5; %center of masses lengths 

https://en.wikipedia.org/wiki/Block_diagram
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izz1=0.05; izz2=0.05;izz3=0.05;iyy2=0.05;iyy3=0.05;%moment of inertia   

iyz2=0.05;iyz3=0;%products of inertia 

 

 

Figure (2.3): Simulink model of 3dof manipulator dynamics   

Now we design a Simulink model for  an independent joint control, which 

composed of 3 PID controller. 

For the dc motors we consider them as a linear saturated gain. 
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Figure (2.4): Simulink model of independent joint control for a 3 DOF manipulator dynamics   

 

The PID gains are chosen experimentally as follow 

Table 2.1 : constant Setpoint and Parameters for PID control of the first  joint 

Setpoint Kp Kd Ki �/2 25 10 0 

 

Table 2.2 : constant Setpoint and Parameters for PID control of the second  joint 

Setpoint Kp Kd Ki �/2 200 40 0 

 

Table 2.3 : constant Setpoint and Parameters for PID control of the third  joint 

Setpoint Kp Kd Ki −�/3 200 40 0 
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After 10 second of simulation we get the following figures with sample time of 0.01S 

 

Figure( 2.5 ):simulation result of an independent joint control for a 3 DOF 

manipulator 

 

2.1.2 Computed Torque Control (trajectory tracking): 

A basic problem in controlling robots is to make the manipulator follow a 

preplanned desired trajectory. Before the robot can do any useful work, we must  

position it in the right place at the right instances. In this section we discuss 

computed-torque control 
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The  PID  controller  is  not  an  efficient  controller  to  control  a  manipulator  

because  the torques  output  signal  that  is  generated  by  the  PID  controller  is  

not  dependant  on  the  other joints.  The  motion  of  the  other  links  may  apply  

considerable  torque  and  force  to  the  joint. This  unpredicted  torque  may  not  be 

compensated  with  the  PID  controller  therefore  the performance  of  the  

controller  drops  when  the  robot  performs  in  high  speeds,  a  much  better 

method  to  control  the  robot  is  to calculate  the  inverse  dynamics  of  the  robot  

and  consider  the computed  torques  to  generate  control  signal.   

By  this  method  the  robot  performs  well  even  in high  speeds.  The  

problem  with  this  controller  is  that  in  order  to  calculate  the  inverse dynamics 

of the robot,  its parameters must be determined and very nonlinear equations 

should be solved.  Feedback linearization method is one of the most common 

methods for controlling a robot and is widely used in the industry. 

We consider the dynamic equation of the manipulator   

M q� q + C� q�, q q + G q ��+ F q =�   (2.6) 

Suppose that a desired trajectory qd(t) has been selected for the arm motion 

,and as we have  defined the output or the tracking error as :  

e � �= �qd � �+ q �  (2.7) 

To demonstrate the influence of the input  (t) on the tracking error, we have 

to use the feedback Linearization. 

a. Feedback Linearization 

The idea of feedback linearization based on canceling the nonlinearities and 

Imposing a desired linear dynamics. can be simply applied to a class of nonlinear 

systems can be represented as follow [21] 

� n = f � �+ b � � (2.8) 
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Denote that   f � andb � are nonlinear function and  is the control input 

For systems which can be expressed as we mentioned above in (2.8), we can 

use the control input  

� = b V − f  (2.9) 

We can cancel the nonlinearities and obtain the simple input-output relation 

� n = V��� (2.10) 

Thus, the control law  

V = −� � − � �…− �n− � n−  (2.11) 

With�ipositive gains, and from(2.10) and (2.11)we get 

� n + � � + � �…+ �n− � n− = ��� (2.12) 

Which implies that � � —> .For tasks involving the tracking of a desired 

output � � , the control law becomes  

V = � n − � e − � e…− �n− e n−  

wheree = � � �− �� � is the tracking error) leads to exponentially convergent 

tracking. Note that similar results would be obtained if the scalar � was replaced by a 

vector and the scalar b by an invertible square matrix. 

For Applying a feedback linearization on robot manipulator dynamics we get 

from(2.6) 

q � = M(q � )− � � − �C(q � , q � )q � − F(q � ) − G(q � ) �(2.13) 

We have�������������������������������V = q(t)    (2.14) 

And this result  
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{ b = M q − ���� .f = M q − (−�C q, q q − F q − G q )�� . � 
We choose�������������������������������������V = qd − � e � − � e �      (2.17) 

So the corresponding feedback linearization control law is given by  (2.18) 

 = b V − f  

K1 and K0 represent the proportional the derivative gains we can name it Kp 

a d Kd espe ti ely, a d that’s brings us to following input control law [22] 

 = � ( − � −� ) + � , + � +        (2.19) 

With       � = � �− ��  

 

Figure (2.6):  A block diagram of Computed-torque control. 

 

For Stability analysis we place the control law we got in (2.19)in the dynamic 

equation of the manipulator, and we get  [23] 

e + �de + �pe =  (2.20) 

https://en.wikipedia.org/wiki/Proportional_control
https://en.wikipedia.org/wiki/Derivative
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Which verified the exponentially convergence of the tracking  error� e =>  ). 

b.    Implementation and simulation  

We’ e i ple e ted the dy a i s e uatio s that e got i  se tio  1.5 

With choosing the manipulator parameters as follow : 

m1=3; m2=1;m3=1; %mass with kg 

L1=0.2; L2=0.2;L3=0.2; %link length with meters  

Lc1=0.5; Lc2=0.5;Lc3=0.5; %center of mass length with meters 

izz1=0.05; izz2=0.05;izz3=0.05;iyy2=0.05;iyy3=0.05;%moment of inertia   

iyz2=0.05;iyz3=0; % products of inertia  

and we apply a computed torque control law on it , which is represented by 

dynamic inversion block, and 3 PID blocks as we mention in (2.19). 

 

Figure (2.7): Simulink model of computed torque control for a 3 DOF manipulator dynamics 
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The PID gains are chosen experimentally as follow 

Table 2.4 : the PID Parameters for control of the first  joint 

Kp Kd Ki 

 40 0 

 

Table 2.5 : the PID Parameters for control of the second  joint 

Kp Kd Ki 

 100 0 

 

 

 

 

 

Table 2.6 : the PID Parameters for control  of the third  joint 

Kp Kd Ki 

 100 0 

 

After 15 second of simulation we get the following figures with sample time of 

0.01S 
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Figure (2.8): Simulink model of computed torque control for a 3 DOF manipulator dynamics   

As we seen in Figure 2.8 the joints trajectories  follow  the desired trajectories 

and the tracking condition is verified  as we demonstrate in (2.19). 

 

 

 

2.2 identification and parameters estimation: 

2.2.1 Introduction : 
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This section gives a short introduction to system identification in general, and 

to the identification of robot manipulators in particular. 

system identification is the mathematical mechanism which allow us to  build 

mathematical models of dynamical systems from measured data, by modeling and 

estimate the real parameters of the system and we name it parametric, or by 

building a non- parametric model which have the same behavior as the real system 

and then estimate its parameters. 

the identification experiment can be performed in open loop or closed loop.  

 Identification of a system not subject to feedback control, is known as open-

loop system which is illustrated in Figure 2.9. This system has input u, output y, and 

is affected by a disturbance v. The disturbance can include measurement noise as 

well as external system inputs, not included in u.  

 

Figure (2.9): An open-loop system. 

An identification experiment on a system subject to feedback control, is known 

as closed-loop system which is shown in Figure 2.10 where r is the reference signal 

for the system.  A reason for performing a closed-loop experiment could be that the 

system is unstable, and must be controlled in order to remain stable. This is typically 

the case for a robot manipulator. 

https://en.wikipedia.org/wiki/Mathematical_model
https://en.wikipedia.org/wiki/Dynamical_system
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Figure( 2.10): A closed-loop system. 

Moreover, models can be described as continuous-time models or discrete-

time models although the measurements, u(t) and y(t), are normally represented as 

sampled, discrete-time, data. It is assumed that the reader has a basic knowledge of 

linear system theory for continuous-time and discrete-time systems.[24] 

 

2.2.2 Nonparametric Models: 

Examples of nonparametric models in the time-domain are impulse responses or step 

responses. Such models consist of vectors of system outputs and the corresponding time 

stamps. An example of a step response of a first-order system with a time-delay is shown in 

Figure 2.3. The measured output is affected by measurement noise. The nonparametric step 

response model can in this case be described by a parametric transfer function model 

G(s) = T+ e−  (2.21) 
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Figure( 2.11): Step response of a first order process with delay. 

This three-parameter model is often used to describe systems in the process  

industry. The parametric model (2.1) can be identified by inspection of the step 

response according to Figure 2.11 This model can then be used for tuning of a PI- or 

a PID controller .[25] 

2.2.3  Parametric Models: 

A parametric model is a model described as, e.g., differential or difference 

equations. System identification is one route for obtaining a parametric model of a 

system. Another route is physical modeling, i.e., deriving a mathematical model from 

the basic laws of physics. 

If the parameters of a physical model are known with sufficient accuracy, we 

get a white-box model, where both the model structure and the model parameters 

are known. 

A gray-box model is a physical model where the model structure is known but 

the physical parameters are unknown or only partly known. Identification of 

parameters or parameters estimation  in this case is called gray-box identification, 

which our case in robot manipulator identification.[26] 
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a    the least squares method LS: 

Least-squares estimation methods have been used in many types of parameter 

identification schemes [Astrom and Wittenmark 1989] [27], Least-squares method 

a  e applied to la ge a iety of p o le s. It’s pa ti ula ly si ple fo  athe ati al 

model that can be write in the form   [37] 

y � = φ � ϴ +φ � ϴ + + φn � ϴn = φT � ϴ      (2.22) 

We can write it as  

Y = Φϴ           (2.23) 

Where y is the observed variable,  ϴ ,ϴ …ϴnare parameters of the model to 

be determined, and φ ,φ …φnare known functions that may depend on other 

known variables like output variable and its derivative. and we have the vectors  

φT � = {φ � ,φ � …φn � }   (2.24) 

ϴ = {ϴ ,ϴ …ϴn}                        (2.25) 

The model is indexed by the variable i, which often denotes time .it will be 

assumed initially that the index set is a discrete set . 

the variables φi are called the regression variables and φTvector called 

regressor, pairs of observations and regressors{y � , φ � , � = , , … �}are obtained 

from experiment .  

to determine the parameters vector ϴ we define a quadratic cost function, 

and the parameters should be chosen to minimize this function  

V ϴ, � = ∑i= �y � − φT � ϴ     (2.26) 

Since the measured variable �is linear in  parameters � and least squares 

criterion is quadratic, the problem admits an analytical solution. We define the 

notations  
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� = {� � …� }�   (2.27) = {� � …� }�   (2.28) 

Φ = {���� }                        (2.29) 

P = Φ TΦ − = (∑ � � �� ���= )−   (2.30) 

Where the error  e � are define by  � � = �� � − �� � �                                   (2.31) 

� �, = ∑ � ���= = � = ‖ ‖    (2.32) 

Where Ecan be written as  

= � − �̂ = � − Φ�     (2.33) 

The solution to the least-squares problem is given by the following 

demonstration 

ΦTΦ�̂ = ΦTY                  (2.34) 

if the matrix ΦTΦis nonsingular, the minimum is unique and given by �̂ = ΦTΦ − ΦTY (2.35) 

  b   the recursive least squares method RLS: 

The Recursive least squares (RLS) is an adaptive filter which recursively finds 

the coefficients that minimize a squares cost, these coefficients define as the 

parameters of the system that we are estimate, the algorithm based on real-time  

parameters estimation, which is commonly used in adaptive control strategy . 

https://en.wikipedia.org/wiki/Adaptive_filter
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In adaptive controller the observations are obtained sequentially in real time, 

computation of the least squares estimate can be arranged in such a way that the 

result obtained at time t-1 can be used to get the estimates at time t.  

Let ϴ̂ � − denote the least-squares  estimate based on t-1 measurements. 

Assume that Φ has full rank, that means that the matrix ΦTΦ is nonsingular for all 

t>t0, the least-squares  estimate ϴ̂ � then satisfies the recursive equations, it follows 

from the definition of  P in Eq (2.30) 

P − = Φ TΦ =∑� � �� ��
�= =∑� � �� ��−

�= +�� ��  

= P − − +�� ��  (2.36) 

The least squares estimate ϴ̂ � is given by (2.36),so we get   

ϴ̂ � = �(∑φ � φT �−
i= )− (∑φ � y �i= ) 

= �� ∑ � � � ���=  (2.37) 

Yield  

ϴ̂ � = P � ∑ φ � y �−i= + �φ � y � (2.38) 

it follows from (2.37)and (2.36)that 

∑ � � � ���= = P − − �̂ − = P − �̂ − − � �� �̂ −   

(2.39) 

The estimate at time t can now be written as  

ϴ̂ � = � ϴ̂ � − − P � φ � φT � ϴ̂ � − − �P � φ � y �  

=� ϴ̂ � − + P � φ � y � −�φT � ϴ̂ � −      (2.40) 
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Where  

� = � �     (2.41) 

� = � −��� �̂ −  (2.42) 

The residual  e � can be interpreted as the error in predicting the signal y � one step ahead based on estimate �̂ − . 

To proceed, it is necessary to derive a recursive equation for P � rather than 

for P − as in Eq (2.36) . we apply the matrix inversion lemma and we get 

P � = � Φ � TΦ � − Φ � − TΦ � − + φ � φT � −
= P � − − + φ � φT � −

 

= P � − − P � − φ � �I + φT � P � − − φ � − φT � P � −    (2.43) 

This implies that 

� = � � = � − � (� + �� P − − � )−    (2.44) 

And that arrive us  

P � = I − � � φT � P � −      (2.45) 

So the Recursive least squares estimation represented by these equation[37] 

{ 
 �̂ = �̂ − + � � � − �� �̂ −� = � � = � − � (� + �� P − − � )−� = (� − � �� )� −  (2.46) 

2.2.4   Applying the LS on the chosen robot: 

The first thing we have to setup the model we get in section 1.5, we derive this 

equation from the dynamical model matrices, each equation describe a joint model, 
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which is given by an input voltage Ui , the velocities and accelerations of the joints 

and several parameters which represent the masses, inertias, lengths, friction 

coefficients,motors parameters . 

U = J́q + � �� � + �� ��, � � + � + � + Tf     (2.47) 

Denote that we neglect the term of stribeck effect, because its nonlinearity in 

the parameters . 

= ( � + � + � + � � +� + � � + � � + � � � + � )� + � + � �+ � � − ( � � � + � � � + � � + � � � + � � � )� �− ( � � � + �� � � )� � + � � + � � � +  

= � + � � + ( � + � + � + � + + � � � � + � )� + � + � �+ � � + ( � � � + � � � + � � + �� � � � + � � � )�− �� � � � � + � � + � � + � � + � + � � � +  

= � � + ( � + � � � � + � )� + ( � + � + � )� + ( � � � + �� � � � )�+ � � � � � + � � � + � � + � � � +  

.  

Second thing we have to arrange them such a way they are linear in the 

parameters as we seen in Eq (2.3), to allow us to apply the least squares parameters 

estimation, so we write as follow � = �� 

So we have the output vector� ,which represent the PWM inputs to the 

motors 

� = [UUU ]     .  

 

And we extract the parameters we want to estimate, �represent tha 

parameters vector 
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θ =

[  
   
   
   
   
   
  � + � + � + � + �� +� + ����� ����� + �� ��� �� ��

� ]  
   
   
   
   
   
  

 (2.50) 

then the regresseur matrix �given by  

Φ= [� � � � � � � � � � � � � � � � � � � � ] 
(2.51) 

With the regresseurs 

� �= [q ] , � = [c q + s c q qq + s c q ] , � = [c �] , � = [c �c �] , � = [c q − s c q q − s c q qs c q + q + qq + q + s c q ] 
� = [ c c q − c c q q − c s q q − s c q qc q + c q + s c + c s q − s q qc q + s c q + s q ] , � = [qq ]� , � = [q + qqq ] , � = [q ], 
� = [q + qq + q ]� = [q ] , � = [s��n q ] , � = [q ] , � = [s��n q ] , � = [q ] , � = [s��n q ] 
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� = [ ] , � = [ ] , � = [ ] , � = [q ] 
Now we apply the LS estimation to get the estimated parameters vector θ̂ as 

we define in (2.35) �̂ = ��� − ��� 
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Chapter 3:  Vision  

This chapter will describe theories necessary for understanding the rest of the 

thesis. The chapter is divided in image processing and  vision system theory. 

3.1 Image Processing  

Image processing is a set of computational techniques for analyzing, 

enhancing, compressing, and reconstructing images. The  main components are 

importing, in which an image is captured through scanning  or  digital  photography,  

analysis  and  manipulation  of  the  image, accomplished  using  various  specialized  

software  applications,  and  output.  Image processing has extensive applications in 

many areas, including astronomy, medicine, industrial robotics, and remote sensing 

by satellites).  Image processing for robot vision will improve products quality, save 

time and reduce labor cost. 

In this section we will present some image processing tools that we used in our 

work. 

3.1.1 The image  

An image is defined as a two-dimensional function � , .where x and y are 

spatial (plane) coordinates. The intensity or gray level of the image at the point of 

coordinates (x, y) is the amplitude of  � at that point . 

This image known as grayscale image or intensity level image, The typical range 

of intensity values for each pixel is , 0 to 255, is based on taking a binary number 8 

bits that can hold a value from 0 to 255.  
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Figure 3.1 a grayscale image and its matrix of intensity level values 

3.1.2    RGB color model 

The RGB Image has 3 planes of intensity levels, red, green and blue plane, so 

each pixel in the image has 3 values, and these values describe the color of the pixel.  

 

Figure (3.2): RGB image and its 3 colors plane, red, green and red plane 

RGB colors is usually represented as axes of a 3D cube as shown in Fig. 3.3 The 

cubic represents all possible colors. A specific color is represented by three values to 

be summed: (R, G, B). Black is (0,0,0) or 0+0+0, or no measurements on any of the 
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three color planes. White is (255, 255, 255). The pure colors of red, green, and blue 

are represented by (255,0,0), (0,255,0), and (0,0,255) respectively. This is the same 

as in colorgraphics. 

 

 

Figure (3.3):  The RGB color model mapped to a cube 

3.1.3 HSV color model 

HSV is a three-dimensional space in that it has three variables, but it is 

definitely not a cube representation, more of a cone as seen in Fig. 3.3. The hue, or 

color, is measured in degrees from 0 to 360. Saturation and intensity are real 

numbers between 0 and 1. These are generally scaled to 8-bit numbers. Accordingly, 

red is both 0 and 255, orange is 17, green is at 85, blue is 170, with magenta at 200. 

 HSV space is very used in robotics and object detection, if we have a object 

with a specific  color , in HSV space we can detect the color even if the light is not 

uniform, by selecting a rang in the hue plane ,which is very hard to do it in RGB 

space. 
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Figure (3.4):  The HSV color model cone describe the Hue, Saturation and Value 

ranges 

3.1.4    Thresholding: 

The simplest thresholding methods replace each pixel in an image with a black 

pixel if the image intensity is less than some fixed constant T, or a white pixel if the 

image intensity is greater than that constant and the result image called binary 

image  

b(x, y) = {  if � ,   ≥ � if � ,  < � }  (3.1) 

This application very useful to extract an object by thresholding using a hue 

rang for example. 

 

a.RGB image 

 

b.HSV image 

 

c. Binary image 
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Figure( 3.5) : describe transformation from RGB to HSV then getting a Binary 

image by thresholding the HSV image 

 

3.1.5 Edge detection 

Edge detection includes a variety of mathematical methods that aim at 

identifying points in a digital image at which the image brightness changes sharply 

or, more formally, has discontinuities. The points at which image brightness changes 

sharply are typically organized into a set of curved line segments termed edges. The 

same problem of finding discontinuities in one-dimensional signals is known as step 

detection and the problem of finding signal discontinuities over time is known as 

change detection.  

Edge detection is a fundamental tool in image processing, machine vision and 

computer vision, particularly in the areas of feature detection and feature extraction 

[30] 

a.   Canny Edge detector 

John Canny considered the mathematical problem of deriving an optimal 

smoothing filter given the criteria of detection, localization and minimizing multiple 

responses to a single edge.[31] He showed that the optimal filter given these 

assumptions is a sum of four exponential terms. He also showed that this filter can 

be well approximated by first-order derivatives of Gaussians. 

Here is an example of a 5×5 Gaussian filter, used to create the adjacent image, 

ith sta dard de iatio  of σ=1.4. (The * denotes a convolution operation.) 

 

(3.2) 

 

https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Luminous_intensity
https://en.wikipedia.org/wiki/Step_detection
https://en.wikipedia.org/wiki/Step_detection
https://en.wikipedia.org/wiki/Change_detection
https://en.wikipedia.org/wiki/Image_processing
https://en.wikipedia.org/wiki/Machine_vision
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Feature_detection_%28computer_vision%29
https://en.wikipedia.org/wiki/Feature_extraction
https://en.wikipedia.org/wiki/John_Canny
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It is important to understand that the selection of the size of the Gaussian 

kernel will affect the performance of the detector. The larger the size is, the lower 

the dete tor’s se siti it  to oise. Additionally, the localization error to detect the 

edge will slightly increase with the increase of the Gaussian filter kernel size. A 5×5 is 

a good size for most cases, but this will also vary depending on specific situations. 

 

Figure (3.6 ):The original image on the left and the detected edges on the right using Canny 

edge detection algorithm 

3.1.6    Hough transform: 

The Hough transform is a feature extraction technique used in image analysis, 

computer vision, and digital image processing.[29]  

The purpose of the technique is to find imperfect instances of objects within a 

certain class of shapes by a voting procedure. This voting procedure is carried out in 

a parameter space, from which object candidates are obtained as local maxima in a 

so-called accumulator space that is explicitly constructed by the algorithm for 

computing the Hough transform. 

The classical Hough transform was concerned with the identification of lines in 

the image, but later the Hough transform has been extended to identifying positions 

of arbitrary shapes, most commonly circles or ellipses. The Hough transform as it is 

universally used today was invented by Richard Duda and Peter Hart in 1972, who 

called it a "generalized Hough transform"[32] 

a.  Hough transform for circle detections  

https://en.wikipedia.org/wiki/Feature_extraction
https://en.wikipedia.org/wiki/Image_analysis
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Digital_image_processing
https://en.wikipedia.org/wiki/Parameter_space
https://en.wikipedia.org/wiki/Line_%28mathematics%29
https://en.wikipedia.org/wiki/Richard_Duda
https://en.wikipedia.org/wiki/Peter_E._Hart
https://en.wikipedia.org/wiki/Hough_transform#cite_note-2
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The circle Hough Transform (CHT) is a feature extraction technique for 

detecting circles. It is a specialization of Hough Transform. The purpose of the 

technique is to find circles in imperfect image inputs. The circle candidates are 

produ ed  oti g  i  the Hough para eter spa e a d the  sele t the lo al 

maxima in the accumulator matrix. 

In a two-dimensional space, a circle can be described by: − + − = �  (3.3) 

Where (a,b) is the center of the circle, and r is the radius. If a 2D point (x,y) is 

fixed, then the parameters can be found according to (3.3). The parameter space 

would be three dimensional, (a, b, r). And all the parameters that satisfy (x, y) would 

lie on the surface of an inverted right-angled cone whose apex is at (x, y, 0). In the 3D 

space, the circle parameters can be identified by the intersection of many conic 

surfaces that are defined by points on the 2D circle. This process can be divided into 

two stages. The first stage is fixing radius then find the optimal center of circles in a 

2D parameter space. The second stage is to find the optimal radius in a one 

dimensional parameter space. 

So For each point (x, y) on the original circle, it can define a circle centered at 

(x, y) with radius r ,The intersection point of all such circles in the parameter space 

would be corresponding to the center point of the original circle as we see in fig 3.7 

 

https://en.wikipedia.org/wiki/Feature_extraction
https://en.wikipedia.org/wiki/Hough_Transform
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Figure (3.7):  an edge image of a circle in the left and its Hough transform space for 4 point in 

the right 

Consider 4 points on a circle in the original image (left). The circle Hough 

transforms is shown in the right. Note that the radius is assumed to be known. For 

each (x,y) of the four points (white points) in the original image, it can define a circle 

in the Hough parameter space centered at (x, y) with radius r. An accumulator matrix 

is used for tracking the intersection point.  

In the parameter space, the voting number of points through which the circle 

passing would be increased by one. Then the local maxima point (the red point in the 

center in the right figure) can be found. The position (a, b) of the maxima would be 

the center of the original circle. [33] 

 

3.2 Vision system 

3.2.1 Camera System 

The lens inside the camera refracts all rays of light from a certain object point to 

one single point in the image plane. If the lens is thin implying the distortion can 

be neglected, the lens law is valid. 

+ = �       (3.4) 

Where α is the distance between the lens and the object, β is the distance 

between  the lens and the image plane and f is the focal length. Figure 2.1 illustrates 

the lens law. [33] 



Chapter 3:  Vision 

 

 

81 

 

 

Figure (3.8): Illustration of the lens and object distances and focal lengths 

By the lens law it is obvious that an object at the distance α from the lens will 

be reproduced with complete sharpness on the image plane. If the distance between 

the object and the lens differs from α, the reproduction on the image plane will be 

more or less blurred.  

 

3.2.2 Camera Modeling and Calibration: 

The Camera Calibrator It allows us to estimate camera intrinsic, extrinsic, and 

lens distortion parameters. You can use these camera parameters for various 

computer vision applications. These applications include removing the effects of lens 

distortion from an image, measuring planar objects, or reconstructing 3-D scenes 

from multiple cameras. 

In robotics application, camera calibration used to estimate the camera 

parameters to be able to get a position or a distance of an object, and in stereo 

vision we can do the mapping and pose estimation by two calibrated camera. 

3.2.2.1   Camera Model: 

The Co puter Visio  “ ste  Tool o ™ ali ratio  algorith  uses the a era 

model proposed by Jean-Yves Bouguet [34] . The pinhole camera model does not 

account for lens distortion because an ideal pinhole camera does not have a lens. To 
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accurately represent a real camera, the full camera model used by the algorithm 

includes the radial and tangential lens distortion. 

a. Pinhole Camera Model 

A pinhole camera is a simple camera without a lens and with a single small aperture. 

Light rays pass through the aperture and project an inverted image on the opposite 

side of the camera. Think of the virtual image plane as being in front of the camera 

and containing the upright image of the scene.  

 

Figure (3.9 ):Illustration of the camera model from the object to the 2d image  

The pinhole camera parameters are represented in a 4-by-3 matrix called the camera 

matrix. This matrix maps the 3-D world scene into the image plane. The calibration 

algorithm calculates the camera matrix using the extrinsic and intrinsic parameters. 

The extrinsic parameters represent the location of the camera in the 3-D scene. The 

intrinsic parameters represent the optical center and focal length of the camera. 

 

(3.5) 

 

(3.6) 
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The world points are transformed to camera coordinates using the extrinsic 

parameters. The camera coordinates are mapped into the image plane using the 

intrinsic parameters. [35] 

 

Figure (3.10):  Illustration of the camera model showing the transformation by the 

Extrinsic parameters and the mapping into the image plane using the intrinsic 

parameters 

b.     Distortion in Camera  

The camera matrix does not account for lens distortion because an ideal pinhole 

camera does not have a lens. To accurately represent a real camera, the camera 

model includes the radial and tangential lens distortion. [36] 

b.1   Radial distortion 

Radial distortion occurs when light rays bend more near the edges of a lens than 

they do at its optical center. The smaller the lens, the greater the distortion and the 

radial distortion coefficients model this type of distortion. 

 

Figure (3.11):  radial distortion of 3 type of lens 

b.2    Tangential Distortion 
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Tangential distortion occurs when the lens and the image plane are not 

parallel. The tangential distortion coefficients model this type of distortion 

 

Figure (3.12): illustration of  Tangential Distortion of a lens   

3.2.2.2 Camera Calibration Parameters 

The calibration algorithm calculates the camera matrix using the extrinsic and 

intrinsic parameters. The extrinsic parameters represent a rigid transformation from 

3-D world coordinate system to the 3-D camera's coordinate system. The intrinsic 

parameters represent a projective transformation from the 3-D camera's coordinates 

into the 2-D image coordinates. 

 

Figure( 3.13): Diagram describe the transformation from the World coordinates into Pixel 

coordinates passing by Extrinsic and intrinsic camera parameters matrices     

a.     Extrinsic Parameters 

The extrinsic parameters consist of a rotation, R, and a translation, t. The origin 

of the camera's coordinate system is at its optical center and its x- and y-axis define 

the image plane. Define the camera  Extrinsic matrix E by 
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E = [R t ] (3.7) 

b      Intrinsic Parameters 

The intrinsic parameters include the focal length, the optical center, also known as 

the principal point, and the skew coefficient. The camera intrinsic matrix, K, is 

defined as:  

K = [fs fc c ] (3.8) 

The next figure describe the pixel skew   
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Chapter 4:   Implementation and practical results 

4.1 Manipulator Setup 

4.1.1   Hardware:  

In our work, we use an Arduino mega microcontroller and a motor driver to 

control our manipulator, but the computations are done in the computer instead of 

the microcontroller (Arduino), who just does the work of the Analog/Digital conversion 

for the analogical sensors and the PWM generation which represents the voltage 

signals for the DC Motors. 

 

Figure (4.1a):  Hardware Setup   
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Figure (4.1b) The previously discussed manipulator workbench    

4.1.2    Software: 

The control implementation is designed in MATLAB Simulink as diagram blocks, 

where we design the control law, generation trajectories and filtering the noisy data 

easu ed f o  ea h a ipulato s se so  ia the A dui o a alog i puts, a d fi all  

the resulting control law will be transferred to the microcontroller (Arduino) which 

generates a PWM signals. The DC motor Driver Card contains three L6203 H-Bridges, 

which eventually amplifies the signals from 5V (Arduino command signals) to the 

driving signals 12V . 

As we mentioned in the introduction, we used the Arduino IO (MATLAB AND 

SIMULINK SUPPORT PACKAGE FOR ARDUINO). We upload the Arduino IO code into the 

Arduino board, this code does the Serial communication by reading and writing from 

and to Simulink blocks with a specific communication protocol. 

The reason of using the MATLAB AND SIMULINK SUPPORT PACKAGE FOR 

ARDUINO, is to minimize the time of computation, because in our case all the 

computation run in computer speed instead of the Arduino microcontroller speed 

which is very slow compared to the computer, so the role of the Arduino is just to 
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receive the command signals and send the measurements of the potionmeter. Other 

reason, is the filters and the complicated iterative functions that are already 

implemented in Simulink and we can use them, and also all the measured and the 

filte ed data a e sa ed auto ati all  i  MATLAB o kspa e, a d the e s also a  

important reason, is the supervision which we can visualize real-time values of the 

closed-loop, and we can tune the PID in real-time which makes it a very helpful tool, 

and makes our work very clear, efficient and time saving.   

The figure 4.2, represents a Simulink model example of driving a dc motor using 

analogWrite function to Generate PWM signal to drive the DC motor, also we used a 

digitalWrite function to enable and disable the motor.      

For the sensor measuring we used analogRead function to read the voltage from the 

potienmeters, and then we can get the angle value using an experimental calibration 

which relates the measured voltage with angle value in radian. 

 

Figure (4.2): Simulink model of driving a Dc Motor and measuring position from its sensor 

 

4.1.3 Filtering:  

When we measured the joints angles with the potienmeters, the data we got 

was very noisy, so we had to use a Lowpass Filter. 
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Denote that the sampling time Te=0.01S, so we have sampling frequency Fe=100Hz. 

Appling Shannon theorem we have: 

Fb ≥ Fe 

With Fb is the lowpass Filter cut-off frequency. In our case we choose Fb = Hz 

 

Figure (4.3):  Lowpass Filter Response with 300Hz cut-off frequency 

 

 

Figure (4.4): joint measured signal and the filtered one 
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4.2 independent Joint Control (PID Position Control) 

4.2.1 Design and concept  

As we mentioned in section 2.1.1 we apply a PID controller for each joint 

independently, and we add each of forward and inverse kinematics functions, to 

translate from Cartesian space to the joints space and vice versa. To achieve the 

desired positions we generate a trajectory in Cartesian space, this trajectory composed 

of three trajectories Xtraj, Ytraj and Ztraj, then they will transform by the inverse 

kinematics function to joints space trajectories.  

So the PID controllers try to achieve these desired trajectories. And to compare 

the real position of the manipulator with the desired one, we used the forward 

kinematics function.  

 

Figure (4.5):  Simulink model of independent joints positions control following a 

Cartesian space trajectory 

The figure below represent a single joint subsystem, which has an input that is 

the Set Point (desired angle in Radians), the closed-loop with discrete time PID 
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controller, the PID output is limited (from -255 to 255), so we use a map function to 

map the output value into the work range of the analogeWrite function (from 0 

to 255), then the measured data will be filtered and map from Voltage value into 

radian, all the values in the closed-loop are displayed and also plotted on a scopes, 

finally  the output of the  subsystem represent the first joint angle  named q1. 

 

Figure (4.6): Simulink model of PID controller for a single joint with supervision of all 

the control loop signal values 

 

We used a Stopping criteria that disables the motor if the error is reaching zero (<0, 01 

Radians).  
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Figure( 4.7): Simulink Subsystem model of a Dc motor command with a 

stopping criteria and joint sensor measurement 

 

4.2.2 Tuning and results 

By several experiments we get the PID gains Kp,Kd and Ki . 

Table 4.1 : the PID gains of the first  joint controller 

Set point (rad) Kp Kd Ki 

π/   40 50 

 

Table 4.2: the PID gains of the second joint controller 

Set point (rad) Kp Kd Ki 

π/   30 10 

 

Table 4.3 : the PID gains of the third  joint controller 

Set point (rad) Kp Kd Ki 

-π/   30 50 

 

After 30 seconds of data recording we get the following figures with sample time 

of 0.01S. 
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Figure( 4.8): Angles responses for 3 joints using PID controllers 

As we see, the responses are acceptable, for the first joint there is no steady stat 

error but there are oscillations caused by the high gain Kp, we try to reduce it but that 

lead us to a big steady stat error specially in small Set Points, and this due to the 

friction in the joint. 

For the second joint and third joint we have good responses only a small steady 

stat error, and the oscillations due to noise in the joints sensors.   

Same experiment but the figures below shows the responses of the end effector 

position in the Cartesian space. 
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Figure (4.9): end effector position signals (X,Y,Z) following a desired trajectory   

4.3 Parameter Estimation  

as we mentioned in section 2.1.2, for a robot manipulator to track a specific 

trajectory we, have to apply a computed torque control, to do that we need to know 

the inverse dynamics model, which means, knowing or estimating the manipulator 

parameters, in our case the robot is too ancient and not so commonly used, and the 

datasheet is not available, therefore, the parameters values are unknowns, so the 

solution is to estimate these parameters with the simplest system identification tool, 

known by least-squares method. 

Denote that the Least-Squares model of the manipulator is an inverse dynamical 

model, which means the inputs are the joints angles and their derivatives, and the 

outputs a e the PWM sig als, a d that s hat e eed i  o puted to ue o t ol 

method.  

In section 2.2.3.a e e see  the de o st atio  of LS ethod, a d i  2.2.3 

e e itte  the a ipulato s i e se d a i s as follow:  

� = Φ�̂    (4.1) 
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Where Y is the output vector, Φ the regresseur matrix and ϴ̂ the estimated 

parameters vector.  

In our work, to apply LS method we implemented the regresseur matrix � Eq (2.51) in 

MATLAB, then we generate a spesific signals comunoly used in system identification,  and 

we use them to excite the robot dynamics, but this signals are exciting the robot in closed-

loop using PID contollers, because the robot is unstable in open-loop as we mentioned in 

2.2.1. 

4.3.1 The Exciting Trajectory 

We used very efficient signals to excite the robot joints, these signals are of type 

Fourier series, which can be parameterized as a sum of finite Fourier series as follow  

qi = � + ∑ a sin wf��= � − wf�     (4.2) 

Where wf is fundamental frequency of the excitation trajectory. 

We recorded about 110 seconds of data, in the left side of the figure 4.8  below 

represent the three excitation signals (PWM signals) which are going to transfer to 

voltage by the motors driver board, and this represents the output vector �, in the 

right side of the figure 4.8 we have the three joints angles values represented in (rad).  

With sampling time Te=0.01 s, for each signal we have 11000 sample so that  

� = [UUU ] (4.3) with  U , U  and U are 11000X1 vector, and Y  is 33000X1 vector. 
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Figure( 4.10): three joint angles signals and their inputs PWM signals     

4.3.2 Applying the LS method   

After we get the joint angles, we compute the regresseur matrix � using the 

joints angles values and its derivatives, and we arrange them just as we did in Eq 

(2.51), then we apply the LS method to estimate the 20 parameters Eq (2.50) As follow  

�̂ = (ΦTΦ)− ΦTY      (4.4) 

With Φis 33000X20 matrix andϴ̂is 20X1 vector 

4.3.3    Parameters validation 
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To validate our parametric model using the parameters that we estimated, we 

have to excite the system with other trajectories, then use the given outputs which are 

the joints angles signals and its derivatives to make the estimated model represented 

by the regresseur matrix Φ and the estimated parameters  ϴ̂ , and we compute the 

outputs vector Y  which represents the Estimated PWM  signals , we computed as 

follow : 

� = Φ�̂ (4.5) 

 

Figure (4.11): Validation Signals for the three joints manipulator represented by the 

measured and the estimated output signals 

We compute the RMS error between the real and the estimated output signals for the 

three joints and we got: 

Table 4.4: RMS error and the fit between the measured and the estimated outputs for 

the three joint  

 Joint 1 Joint 2 Joint 3 

RMS error 47 37 32 

fit 63% 70% 74% 

So the model we estimate fits the real one about 70%, which are acceptable results. 
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The errors we got are due to the nonlinearity in the parameters that we cannot 

estimate with LS method as stribeck effect and some mechanical problems like 

hysteresis and the dead zones in the Dc motors. 

And also the big problem is data filtering and recording, as we seen in section 

. .  the e is a lot of oise i  the se so s, afte  filte i g e e see  the lag et ee  

the real and the filtered signals ,and also the first and the second derivatives are even 

further from the real ones. 

Also the e s p o le  of u ites i  the pa a ete s e got , i  ou  o k e take 

the output data as voltage but in PWM , and we consider the relation between the 

PWM value and the real voltage in the motors are linear, which is not guaranteed  ,and 

if it was li ea  e do t k o  this s ali g fa to  hi h ould ake ou  pa a ete s i  

wrong unites.      

4.4    Computed toque control (Trajectory tracking)  

As we mentioned in section 2.1.2,to track a specific trajectory with manipulator we need to 

apply a nonlinear control law using feedback linearization and known in robotics as Computed 

torque control. 

4.4.1 Design and concept  

As e e see  i  E  . 9, the o t ol la  is  

 = � ( − � − � ) + � , +  +  

With = � − ��  

By adding the motors dynamics Eq (2.47)   the control law become  

U = J́ + � ( − � − � ) + �  , + + + Tf (4.6) 
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And we have from section 2.2.3, the inverse dynamic model we got from LS 

estimation method � = Φ�̂ 

Where  Y = [UUU ] so thatU , U andU  are the motors inputs PWM signals, and 

we have the regresseur matrix Φ representing all the dynamics equations known as 

regressors function, and ϴ̂ contain the estimated parameters   

So we can write  

� = U = J́q + � + �  , + + + Tf = Φ , , �̂ (4.5) 

And if we use the new control law (4.4) , and by replacing q  by (qd − Kde −Kpe) which represents the PD Controller plus the feedforward, we get this control law 

U = Φ , , ( − � − � ) �̂  (4.6) 

And there is the implementation of the computed torque control law using the 

inverse dynamics model that we get in the identification part 
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Figure (4.12): Simulink model of Computed torque control for three joints manipulator using 

Dynamics inversion and 3 PD controller and supervision of all the loop signals values  

4.4.2 tuning and results 

By several experiments we get the PD gains Kp and Kd . 

Table 4.5 : the PID gains of the first  joint controller 

Set point (rad) Kp Kd Ki 

π/   10 0 

 

Table 4.6 : the PID gains of the second  joint controller 

Set point (rad) Kp Kd Ki 

π/   6 0 

 

Table 4.7: the PID gains of the third joint controller 

Set point (rad) Kp Kd Ki 

-π/   14 0 

 

After 15 seconds of data recording we get the following figures with sample time 

of 0.01S 
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Figure (4.13): joints Angles Responses after using a computed torque control for tracking 

desired trajectories 

As we have seen, the manipulator is tracking the desired trajectories, but there is 

some error due to the errors in the estimated model and the dynamics that are not 

included when modeling, and there is some lag because of the filter lag as we 

mentioned previously.  

And also if we have a fast desired trajectory the manipulator cannot track, 

because the motors velocities are too limited. 

4.5   Vision Control application:  

If we want to grasp an object like pick and place application, we have to know 

the exact position of the object. But if the objects are coming randomly from a 

conveyor for example, the only solution is using a vision system to a Estimate the 
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objects poses. Then we use the inverse kinematics to get the desired angles, and finally 

apply a control law to achieve them. 

 

Figure (4.14):  Vision Control for diagram a Robot Manipulator 

In our work we try to estimate a pose of a red ball, we used image processing 

tools that are implemented in MATLAB to detect the red ball. But this detection allows 

us to k o  the all positio  i  the i age hi h ea s i  pi els, this esult does t help 

in our application, because in our robot we can achieve a position using the real world 

coordinates. 

In order to get the camera (webcam) model, we have to calibrate it, and then 

using the intrinsic and extrinsic camera parameters, we can transform the object 

position from image which is by pixels, to the real position by meters with respect to 

the world coordinate frame, then into the robot base coordinate frame. 

 

 

 

 

 

 

 

Figure (4.16): illustration of robot manipulator, camera and object coordinate frames 
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The previous figure shows us the different coordinate frames positions, where 

{0} is the robot bas coordinate frame which is the frame that we used in inverse 

kinematics, and we have the camera coordinate frame {c}, and finally the object 

coordinate frame {ob}, so using a detection algorithm we get the position of the object 

with respect to {c} and then we transform it to the robot frame {0}. Denote that the 

position of the camera with respect to the robot coordinate frame is fixed and known.     

4.5.1 Object detection 

In this part we worked on object detection and position estimation in the image, 

first thing we get the real-ti e i age f o  the e a , it s a ‘GB i age, i  o de  to 

detect the ball from its color we have to convert the image into HSV space, by selecting 

a Hue range and a Saturation range, these two ranges selected such a way that is cover 

the color of the ball in different intensity and light distribution on the ball. 

So we have a red ball, by many experiences we select as follow: �� > > � �. �� > � � > .  

Then we threshold the hue and the saturation images planes using these two 

ranges. 

After we got the binary image we applied the Hough Transform for circle 

detection using MATLAB function imfindcircles, by choosing a range for radius values 

[35, 65] and after some experiences. We got the following result  
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Figure (4.16): circle detection after thresholding and applying circle Hough transform  

And we get the radius value r=18 pixel, and the position with pixels (290,181) 

 

4.5.2 Camera calibration and pose estimation 

Now after we got the ball position in the image (by pixels), we want to transform 

this position into the real world coordinate frame then to the manipulator coordinate 

frame, and use this position to get the required joints angles using the inverse 

kinematics. 

In order to estimate any mathematical model we have to collect data 

represented by inputs and outputs as we did in identification, in camera calibration 

which is an estimation of the camera parameters we have to take several positions in 

the real world which represent the inputs, and estimate these positions in the digital 

image which represent the outputs. 

Commonly in camera calibration they used a checkerboard that we know its 

squares sizes, so we can get the real world position of each square, and camera 

calibration algorithm could estimate the positions of each square in the image. Using 

this data, the MATLAB calibration toolbox uses some mathematical tools such SVD to 

estimate the camera model. 
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In our work we took several photos of the workplace where the checkerboard 

placed in a specific position with respect to the manipulator. 

 

Figure (4.17): examples of several checkerboards photos that are used in camera calibration  

 

Figure (4.18) MATLAB camera calibrator app showing the world coordinate frame after 

calibrating the camera and showing the mean error of the estimation  

As we have seen the mean error of estimation is about 0.15 pixel which is a good 

result.  
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4.5.3 Vision position control 

After getting the camera parameters represented by extrinsic and intrinsic, we are able 

to estimate any position in the checkerboard plane with respect to the world frame. 

To do that we implemented this equation using (3.5),(3.6),(3.7) and (3.8) 

P = [Rt ] K 

With � represent the camera parameters  

[X Y Z] = [xy] [Rt ] K −
 

 

With (x,y) is the position in the image and (X,Y,Z) is the position of the ball with respect to the 

world frame.  

 

To compare the estimated position with the real one, we placed the ball in known positions 

and then apply the position estimation algorithm. We got the following results 
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Figure (4.19): examples of real-time position estimation using MATLAB and calibrated camera  

 

Table 4.8 : real positions of the ball compared with the estimated positions 

Real position(mm) Estimated position(mm) 

(400,-100) (406,-101) 

(300,300) (300,302) 

(500,0) (492,-6) 

(400,200) (402,199) 

As we have seen from the table we have a good estimation of the ball position in 

the real world frame. 

In order to grasp the object by the manipulator hand all we have to do is to send 

the position vector to the kinematics control SIMULINK model we demonstrated in 

Figure (4.5). 
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The figure below shows the end effector position after feeding the Set point 

from the vision pose estimation output. 

 

Figure( 4.20): end effector position following a desired position feeding from camera vision 
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Conclusion 

 

In  this  thesis we implemented an  efficient  method  for  control  of  a  manipulator  

with unknown dynamical parameters .The PID used for position control as 

independent controller for each joint. Although, these PID controllers do not 

guarantee a tracking of a desired trajectory. To solve this problem we applied a 

o li ea  o t olle  hi h is k o  i  o oti s  Co puted to ue o t ol , a d i  
order to do this we have estimated the parameters of the manipulator. And this 

controller tracks the desired trajectory.  

After that we have controlled the robot, we took a step further by making it more 

intelligent by adding vision, and now we are able to grasp an object in any arbitrary 

positio  ,  dete ti g the o je t s positio  i  the digital i age ,the  transform it to 

the world coordinate frame using a calibrated camera . 
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