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“When you’re a carpenter making a beautiful chest of drawers, you’re not going to use a

piece of plywood on the back, even though it faces the wall and nobody will see it. You’ll

know it’s there, so you’re going to use a beautiful piece of wood on the back. For you to

sleep well at night, the aesthetic, the quality, has to be carried all the way through. ”

Steve Jobs

“Try not to become a man of success. Rather become a man of value. ”

Albert Einstein
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Abstract
Since ancient times, people have believed that the city is a symbol of civilization and de-

velopment, as it was a pioneer in adopting modern technical means. With the immense

increase of population density in cities, many challenges face citizens and governments.

Thus, it has become mandatory to convert our cities to be smart. Currently, the world is

witnessing a revolution in the technical field, wherewith the emergence of Information

and Communication Technologies (ICT), the Internet of Things (IoT), Artificial Intelli-

gence (AI), cloud computing, and other modern information technologies, the treating of

data has become more effective than before. Modern Smart cities require Building Infor-

mation Models (BIM) and a scalable system that allow easy access and efficient analysis

of information for better management of the smart city. The sustainability of the smart

city depends on the safety of its digital world from internal and external dangers, by guar-

antying the integrity of information and the control access system. This thesis deals with

the issue of protecting the city through blockchain technology, as it has passed through

multiple stages, namely, we tried hard to support smart cities researchers with abundant

and reliable information, which focused on the spread and use of IoT, the important as-

pects of the smart city (such as the advantages, applications, and challenges), and the

service evaluation methodology through calculating requests and responses. Moreover,

the information was presented sequentially and simplified. we developed a methodol-

ogy that systematically builds a reliable and secure Smart City Model (SCM) that can

be integrated within the building information model (BIM). SCM encloses both physi-

cal and digital models which are deployed smart buildings in particular. To optimize the

deployment of nodes in the smart area, the ISOD framework built a multi-objective evolu-

tionary optimization algorithm, exploits BIM database information including the physical

properties of the used materials in the obstacles, and deploys dynamically the optimal

WSN configuration. To enhance the security level of the smart city system, we propose

a two-layer framework based on blockchain technology. In the first step, we develop a

blockchain architecture to be the mainstay for protecting all types of information that is
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collected by smart devices within a smart city. In the second step, we create an access

control system named SOT-S (Subject-Object-Task System) supported by the blockchain

technology that sorts out the access processes applied by subjects on these smart devices.

In the application and verification step, with the SCM, we used Cooja network simula-

tors and Uppaal model checker to ensure the ability to apply our proposition on reality.

Also, the effectiveness of ISOD has been shown on different scenarios and the results

showed that ISOD deployments have maximum coverage with reliable connectivity. In

addition, we implemented a test environment that integrates the proposed layers based on

blockchain, where, it shows the effectiveness of both of them.
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jÊÓ

 تبني في رائدة كانت حیث ، والتطور الحضارة رمز ھي المدینة أن یعتقدون الناس كان ، القدم منذ

 والحكومات المواطنون یواجھ ، المدن في السكانیة الكثافة في الھائلة الزیادة مع .الحدیثة التقنیة الوسائل

 ثورة حالیاً العالم یشھد .ذكیة مدن إلى مدننا تحویل الضروري من أصبح ، وبالتالي. التحدیات من العدید

 ، الاصطناعي الذكاء ، الأشیاء إنترنت والاتصالات، المعلومات تقنیات ظھور مع ، التقني المجال في

 ذي من فعالیة أكثر أصبحت البیانات معالجة الحدیثة، المعلومات تقنیات من وغیرھا ، السحابیة الحوسبة

 سھولة یتیح للتطویر قابلاً  ونظامًا )BIM( البناء معلومات نماذج الحدیثة الذكیة المدن تتطلب .قبل

 الذكیة المدینة استدامة تعتمد .الذكیة للمدینة أفضل إدارة أجل من للمعلومات الفعال والتحلیل الوصول

 ونظام المعلومات سلامة ضمان خلال من ، والخارجیة الداخلیة الأخطار من الرقمي عالمھا سلامة على

 حیث ، blockchain تقنیة خلال من المدینة حمایة موضوع الرسالة ھذه تتناول .الوصول في التحكم

 والتي ، وموثوقة وفیرة بمعلومات الذكیة المدن باحثي دعم جاھدین حاولنا :وھي متعددة بمراحل مرت

 والتطبیقات المزایا مثل( الذكیة للمدینة المھمة والجوانب ، الأشیاء إنترنت واستخدام انتشار على ركزت

 تقدیم تم ، ذلك على علاوة. والاستجابات الطلبات حساب خلال من الخدمة تقییم ومنھجیة ،) والتحدیات

 موثوق ذكیة مدینة نموذج ببناء منھجي بشكل تقوم منھجیة طورنا لقد .ومبسط تسلسلي بشكل المعلومات

 النماذج من كلاً   یتضمن BIM .(SCM( المبنى معلومات نموذج في دمجھ یمكن ) SCM( وآمن

 في العقد نشر لتحسین .الخصوص وجھ على الذكیة المباني على منتشرة تكون التي والرقمیة المادیة

 واستغلال ، الأھداف متعددة تطوریة تحسین خوارزمیة ببناء ISOD العمل إطار قام ، الذكیة المنطقة

 ونشر ، العوائق في المستخدمة للمواد الفیزیائیة الخصائص ذلك في بما BIM بیانات قاعدة معلومات

 نقترح ، الذكیة المدینة نظام في الأمان مستوى لتعزیز .دینامیكي بشكل WSN لشبكات الأمثل النموذج

 بنیة بتطویر نقوم ، الأولى الخطوة في ، blockchain تقنیة على یعتمد طبقتین من عمل إطار

blockchain الأجھزة بواسطة جمعھا یتم التي المعلومات أنواع جمیع لحمایة الأساسیة الدعامة لتكون 

 مدعومًا SOT-S باسم الوصول في للتحكم نظامًا أنشأنا ، الثانیة الخطوة في .الذكیة المدینة داخل الذكیة

 .الذكیة الأجھزة ھذه على المستخدمون یطبقھا التي الوصول عملیات  تنتقي التي blockchain بتقنیة

 Uppaal و Cooja نموذج مدقق استخدمنا ، SCM بالنموذج یتعلق فیما  التحقق، و التطبیق مرحة في

 مختلفة سیناریوھات في ISOD فعالیة عرض تم كما. الواقع على اقتراحنا تطبیق على القدرة لضمان

 ، ذلك إلى بالإضافة.  الاتصال موثوقیة مع تغطیة أقصى لھا ISOD نشر عملیات أن النتائج وأظھرت

 .منھما كل فعالیة تظھر حیث ، blockchain على مبنیة المقترحة الطبقات تدمج اختبار بیئة بتنفیذ قمنا
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Résumé
Depuis l’Antiquité, les gens croient que la ville est un symbole de civilisation et de

développement, car elle a été pionnière dans l’adoption des moyens techniques modernes.

Avec l’immense augmentation de la densité de population dans les villes, de nombreux

défis se posent aux citoyens et aux gouvernements. Ainsi, il est devenu obligatoire de

convertir nos villes en smart. Actuellement, le monde assiste à une révolution dans le

domaine technique, avec l’émergence des technologies de l’information et de la commu-

nication (TIC), de l’Internet des objets (IoT), de l’intelligence artificielle (IA), du cloud

computing et d’autres technologies de l’information modernes, le traitement des données

est devenu plus efficace qu’auparavant. Les villes intelligentes modernes nécessitent des

modèles d’information sur le bâtiment (BIM) et un système évolutif qui permettent un

accès facile et une analyse efficace des informations pour une meilleure gestion de la

ville intelligente. La pérennité de la ville intelligente passe par la sécurité de son monde

numérique vis-à-vis des dangers internes et externes, en garantissant l’intégrité des infor-

mations et le système de contrôle d’accès. Cette thèse traite de la question de la protection

de la ville grâce à la technologie blockchain, car elle est passée par plusieurs étapes, à

savoir, nous nous sommes efforcés de soutenir les chercheurs sur les villes intelligentes

avec des informations abondantes et fiables, axées sur la diffusion et l’utilisation de l’IoT,

les aspects importants de la ville intelligente (tels que les avantages, les applications et

les défis) et la méthodologie d’évaluation des services en calculant demandes et réponses.

De plus, les informations étaient présentées de manière séquentielle et simplifiée. nous

avons développé une méthodologie qui construit systématiquement un modèle de ville in-

telligente fiable et sécurisé (SCM) qui peut être intégré dans le modèle d’information du

bâtiment (BIM). Le SCM renferme à la fois des modèles physiques et numériques qui sont

notamment déployés dans les bâtiments intelligents. Pour optimiser le déploiement des

nœuds dans la zone intelligente, le cadre ISOD a construit un algorithme d’optimisation

évolutif multi-objectifs, exploite les informations de la base de données BIM, y compris

les propriétés physiques des matériaux utilisés dans les obstacles, et déploie dynamique-

ment la configuration WSN optimale. Pour améliorer le niveau de sécurité du système
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de ville intelligente, nous proposons un cadre à deux couches basé sur la technologie

blockchain. Dans la première étape, nous développons une architecture blockchain pour

être le pilier de la protection de tous les types d’informations collectées par les appareils

intelligents au sein d’une ville intelligente. Dans la deuxième étape, nous créons un sys-

tème de contrôle d’accès nommé SOT-S (Subject-Object-Task System) pris en charge

par la technologie blockchain qui trie les processus d’access appliqués par les sujets sur

ces appareils intelligents. Dans l’étape d’application et de vérification, avec le SCM, nous

avons utilisé le simulateur de réseau Cooja et le vérificateur de modèle Uppaal pour garan-

tir la capacité d’appliquer notre proposition à la réalité. De plus, l’efficacité de l’ISOD

a été démontrée sur différents scénarios et les résultats ont montré que les déploiements

ISOD ont une couverture maximale avec des connectivité. En outre, nous avons mis en

place un environnement de test qui intègre les couches proposées basées sur la blockchain,

où, il montre l’efficacité des deux.
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Chapter 1

General Introduction

UNESCO1 stated that through innovative urban systems, smart cities play an important

role in socio-economic development while improving people’s lives [1]. As defined by

UNECE2, a sustainable smart city is an innovative city that uses ICTs (Information and

Communication Technologies) to enhance the quality of life, the efficiency of urban op-

erations, and competitiveness [2]. A smart city [3–5] is a city that consists of a lot of

intelligent components, such as smart buildings, smart health, smart ICTs, smart grids,

smart transportation, and more [6].

1.1 Motivations

There are many motives that encourage us to develop smart cities. In the following ex-

amples, we will present some facts that demonstrate the impact of the Internet of Things

devices, machine learning, and big data in improving the lives of citizens within smart

cities. We can exploit the features of IoT devices for several useful purposes, for exam-

ple, smart objects have a positive impact on organizations as it allows process automation,

optimize service delivery, and transfer data to the computing cloud [7]. In addition, smart

devices in a smart city can improve the health sector, where the smart city can help us

to continue in this condition due to the announcement of the Coronavirus spread [8]. A

1United Nations Educational, Scientific and Cultural Organization.
2United Nations Economic Commission for Europe.
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comparison has been made to know the performances of Cloud, Fog, Mist, and Edge com-

puting for IoT systems, despite the efforts made to connect them, but they were hollow

due to the difficulty of achieving reliable systems [9], these architectures give the system

protection, fast data-flow, and high storage spaces, which encourages its integration into

the system.

Embedded technology encourages developers to build a secure system, where IoT in-

frastructure, artificial intelligence, big data, IoT, mobile Internet, cloud computing, man-

agement, and urban planning have a key role in the integration of smart cities [10]. Also,

Big data collected from different sectors such as healthcare, IoT devices, and enterprises

have attributes. The topic of machine learning (ML) is widespread and can be exploited

in the concept of the smart city, for example, ML algorithms are used to detect patterns,

and they can be used for potential predictions, this helps medical practitioners and people

at the managerial level to make decisions [11], future expectations help to avoid mis-

takes and reduce material and human losses. Another motive. Big data and the Internet of

Things can turn the idea of a smart city into a reality [12]. The transportation sector is also

developing, where traditional transportation systems seek to optimize resources, in addi-

tion to being able to meet the expectations of stakeholders, so, for high-density cities to

manage traffic and use resources reliably, they rely on Intelligent Transportation Systems

(ITS) [13]. Among the benefits of a smart city, we mention, improving the quality of life

of its inhabitants, commuting workers and students, and other visitors, in addition, signif-

icantly improving its resource efficiency, decreasing its pressure on the environment, and

increasing resiliency, also, building an innovation-driven, green economy, and fostering a

well-developed local democracy [14].

Gartner’s curve of 2021 (Figure 1.1) shows the hype cycle for emerging technologies.

The curve indicates the emergence of decentralized finance technology, this latter does

not depend on a third party to manage the banking transactions, users are the ones who

process transactions with the presence of a document that proves the validity of the trans-

actions applied. Digital currencies (such as Bitcoin) use this technology, Bitcoin relies on
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blockchain technology, which was the main reason for protecting transactions, and crack-

ing the protection of the blockchain system is almost impossible. Thus, the technology

has been in great demand, as a result, the value of Bitcoin is currently hundreds of times

greater than cash (such as the dollar). Depending on the Gartner curve, the technology

will expand after 5 to 10 years.

FIGURE 1.1: Hype Cycle for Emerging Technologies, 2021 [15].

1.2 Problem statements

Many contributions describe the components of the smart city [16–18] as collections of

smart buildings, smart transportation, smart ICT, smart health, smart infrastructure, smart

economy, and smart government. However, the increasing population in the cities during

the last years has resulted in many challenges like great energy consumption, management

difficulty of big data, covering more areas with high-quality connection, dealing with

emergencies in the buildings, protecting digital data from the collapse of the information
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system or hackers, transportation management, waste management, etc. These challenges

cost the government a substantial amount of losses. To mitigate these problems, many

recent projects are funded as shown in Table 1.1 [19].

City and
Country

Population Solutions Major part-
ners

Challenges

Busan
- South
Korea

3.4 mil-
lion

Safety
service
for chil-
dren/elderly,
drone-based
smart ma-
rine, smart
parking,
crosswalk,
and energy
usage

Busan govern-
ment, Cisco,
ETRI, KETI,
SK Telecom,
KT

- Approximate investment of US
$452 million.
- Deliver an improved trans-
portation system.
- Achievement e-healthcare ser-
vices.
- Increased jobs and business op-
portunities.
- Improved information accessi-
bility.

Santander
- Spain

0.1 mil-
lion

Smart me-
tering of
tempera-
ture, traffic
intensity,
humidity,
transporta-
tion plans,
water needs,
etc.

Ericsson,
Telefonica,
Telefonica
I+D

- Managing 15 big participants
companies.
- Recording the transmitted data
collected by 20000 smart IoT de-
vices.
- Compiling the sensor data into
a big picture.

Chicago
United
States

2.7 mil-
lion

Smart grid,
smart living,
emergency
alert, re-
duced crime

Cisco, IBM,
Chicago gov-
ernment

- It Controls 300000 smart IoT
devices.
- It aims to reduce energy waste
to save customers US$170 mil-
lion.
- Model has 31 variables to pre-
vent rodent infestations.

Milton
Keynes
- United
Kingdom

0.2 mil-
lion

Smart trans-
portation,
reduced
carbon
emission,
smart en-
ergy, water
management

Milton Keynes
Council, Sam-
sung, Huawei,
CATAPULT,
Cambridge
University

- Controlling carbon emissions
and supporting sustainable
growth without deploying addi-
tional infrastructure.
- Resolving more issues like
business, education, and com-
munity engagement activities.

TABLE 1.1: Smart city projects [19].

To motivate the trend towards a smart city, Table 1.2 shows the difference between
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traditional and smart cities. The comparison leads us to conclude that the smart city

overcomes many of the problems faced by the current traditional cities. Based on this

comparison, we realize that we must convert the actual cities to be smarter by deploying

robust and secure components, and respecting security policies and smart city norms. This

thesis seeks to cover and solve the following issues.

1. How do the formal methods represent systems, therefore guaranteeing their robust-

ness?

2. How the components of a smart city are modeled?

3. What is the correct way to model, formalize, and validate the components of smart

buildings?

4. How to ensure the correctness of a smart city?

5. How to secure a smart city?

6. How to optimize the deployment of the connected components in a smart city/

building?

7. How can we use formal methods to define the system, and the blockchain to ensure

integrity and access control?

1.3 Challenges

The primary system is inherited and traditional, operating in a cumbersome and unreliable

manner, in addition to failing to share information effectively, but with the development,

deep application, cooperation of recent concepts and technologies presented by IoT, and

cloud computing in the world of information, life has witnessed modernity and intelli-

gence, all of which smart cities have gradually adopted [54]. Big data is one of the most

important reasons for development in the field of information, where data is mined, ana-

lyzed, and shared [55]. The data is collected by the devices distributed on the buildings,
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roads, factories, schools, etc., after the analysis process, the city’s condition can be as-

sessed and the necessary measures are taken. The global cyber system is responsible for

their identification, protection, routing, translation, and other processing to ensure a safe

and reliable flow. Smart city technologies such as transportation and waste management

are taken into consideration, unlike innovations related to security and crime prevention

[56], the presence of security and stability among the population encourages continuity

and vice versa. The city suffers from many problems related to energy, transportation, en-

vironment, protection, etc (Figure 1.2). The scary thing is that the problems are increasing

over time due to the mockery of the citizens or the government does not have the required

capacities.Table 1.3 presents challenges in European cities, which are related to affecting

government, economy, mobility, environment, people, and living. Neglecting them leads

to deteriorating conditions and the creation of a difficult area to live.

Regrettably, the world suffers from constant threats that affect the integrity of the

information distributed in the city and particularly in the smart city. The appropriation of

sensitive information such as election results and false promotions before the elections by

foreign countries may push the target countries to become a colony.

There are many false stories on Internet sites that aim to increase advertising sales

[64], the politicians spread misinformation during the 2009 healthcare debate [65], so,

the smart city information is the result of unknown people, which forces us to collect

them within a safe and reliable system. We believe that the reason for penetrating the

systems they have is to test protection while penetrating the systems they do not have

is for the purpose of espionage. We conclude that, the databases should be encrypted

with a hard-to-crack technology that guarantees users’ privacy, it is also required that the

communication channels must be protected by protocols in order to avoid the sniffing

attacks [66] which aim to steal the information and encryption keys.

The security tree in Figure 1.3 illustrates the importance of basic security require-

ments. The challenges specified at the root have to be addressed properly, just as the

root secures the tree in the soil. When these basic requirements are met appropriately,

the security tree ensures yields of benefits in terms of anything/everything as a Service
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FIGURE 1.2: Smart Cities Challenges.

(XaaS), metaphorically depicted as the fruits/leaves in a tree. The Protocols (TLS) and

(SSL) which are Transport Layer Security and Secure Socket Layer respectively, are used

for the secure transmission of data depicted with the trunk of the tree [67].

There are many architectures proposed for IoT networks, and the diversity of their lay-

ers (e.g., monitoring, communication, management, security, etc) lead to appear strengths

and weaknesses. For example, table 1.4 represents the limitation of famously proposed

architectures at the security issue (on the network, identity management, privacy, trust,

and resilience). Adopting these solutions in the smart city threatens information integrity,

therefore, these problems should be enhanced by protection mechanisms.



8 Chapter 1. General Introduction

FIGURE 1.3: Security tree [67].

1.4 Objectives

As previously explained, the smart city has several problems. In this work, we will ad-

dress the issue of protection through blockchain technology. To reach our main aim, we

divided the thesis into four secondary goals shown in Figure 1.4. Each goal is addressed

with techniques and tools. Tests were applied to confirm the validity of the proposed

hypotheses. For each contribution, we provide solutions and obtain results. To show the

significance of our work.

1. Giving an overview of the smart city (the spread of the IoT, SC challenges, re-

searchers’ trends, SC applications, etc.).

2. Using formal methods, timed automata, sequence diagrams to explain the charac-

teristics of objects, environments, and protocols operations in a smart city.
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3. Reducing the cost and maximizing the covered areas on the buildings that connect-

ing the smart components of a smart city.

4. Proposing decentralized solutions to preserve data integrity and manage more effi-

ciently the access control in a smart city information system.

1.5 Thesis Contributions

We summarize the main contributions of this thesis, as follows.

• Representing the behaviors of the building nodes through formal semantics, also,

testing their finite-state machines on modeling, validation, and verification tool [69,

70].

• Proposing a hybrid methodology that relies on formal methods and network anal-

ysis techniques to ensure the global security and functional requirements for smart

cities [71].

• To maximize the covered areas with a low cost in BIM, automatic deployment of

WSNs was presented, the latter focus on the evolutionary algorithm NSGA-II, the

improving algorithm, multi-wall model, and obstacles impacts [72].

• Ensure the data integrity in the smart city by developing a system based on the

blockchain concept, it consists of heterogeneous nodes, blockchain structure, and

organized communication [73].

• Proposing an access control system, it relies on subjects, objects, and tasks, where,

their values are protected through blockchain [74].

1.6 Thesis Organization

The thesis is organized as follows.
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• Chapter 2 explores the background needed for our thesis.

• Chapter 3 develops a robust semantic formalism for smart cities and provides an

hybrid approach to build a reliable smart city.

• Chapter 4 shows how to optimally deploy WSNs in the smart city model.

• Chapter 5 demonstrates the integration of blockchain technology into two frame-

works that ensure data integrity and access control.

• Chapter 6 concludes our work by summarizing the main contributions in the thesis,

and discussing the possible future works that are potential research directions.
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Criteria Traditional City Smart City
Reality Projects

Energy
con-
sump-
tion

• Non-renewable energy [20].

• Energy is polluted [21], where cli-
mate change has cost the U.S.
economy around 240 billion per
year over the last 10 years [22].

• Large number of non-optimized
devices.

• The characteristics of their proto-
cols do not serve the IoT network.

• Renewable energy [23].

• Small number of IoT devices.

• The protocols used by IoT nodes
is characterized by a low power as
CoAP. RPL, 6LoWPAN, etc [24].

• An electric car emits 22% less
CO2 than a diesel [25].

• Photovoltaic power plants con-
struction under the credit program
‘Eco-Energy’ [26].

• Completely decarbonized power
system [27].

Large
data • Collapse of the information sys-

tem [28], e.g. as happened in
Amazon Web Services, the 800-
pound gorilla of everything cloud
computing [29].

• Low-security level [30].

• Bad service provided.

• Continued operation of the sys-
tem and smart processing of infor-
mation [31].

• Very protected system [32].

• Availability and QoS are achieved
[33].

• Flexible framework provides dy-
namic QoS [34].

• Techniques against the distributed
denial of service [35].

Coverage
and la-
tency

• Small range and low speed of
transmitted data due to it uses tra-
ditional communication technolo-
gies [36].

• Architecture bases to distant
servers cause high latency [37].

• Large communication range and
low latency due to it uses the high
technologies such as 5G [38], the-
oretically, 5G speed is up to 400
Mbps, while 4G is up to 50 Mbps
[39].

• Edge devices connect near sta-
tions (Fog computing).

• Maximizing coverage quality
with budget-constrained [40].

Buildings

• Difficult to mitigate the building
threats like fire, temperature, hu-
midity, etc.

• It has IoT nodes Like sensors
that can measure the requirements
of building [41], there are many
types of sensors, e.g. temperature
sensors, humidity sensors, motion
sensors, air quality sensors, etc
[42].

• Using low-cost sensors to
monitor the presence of peo-
ple in closed buildings [43].

Security

• Information loss due to saturation
of the server provider by the data
flooding.

• More vulnerable system, from
many threats like DDOS [44],
Black hole [45], and sniffing [46].

• Controlling the user requests.

• Modern components with high se-
curity.

The enhanced security architecture
that covers the new 5G environment
[47].

Cost

• Studies have shown that the eco-
nomic impact of power outages is
significant [48].

• Some cities suffer from the cost of
recycling waste, e.g. all over Italy
[49].

• The city can manage its energy
through solar photovoltaic, Ther-
mal collectors, and concentrated
solar power [50].

• IoT technologies like RFID, sen-
sors and actuators, and wireless
mobile communication technolo-
gies can be applied to waste man-
agement [51].

• A framework that exploits big
data to reduce energy in smart
cities [52].

• An architecture based on
deep learning and IoT to
manage waste [53].

TABLE 1.2: Comparison between smart and traditional cities.
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GOVER-
NANCE

ECON-
OMY

MOBIL-
ITY

ENVI-
RON-
MENT

PEOPLE LIVING

Flexible
gover-
nance

Unem-
ployment

Sustain-
able

mobility

Energy
saving

Unem-
ployment

Afford-
able

housing
Shrinking

cities
Shrinking

cities
Inclusive
mobility

Shrinking
cities

Social
cohesion

Social
cohesion

Territorial
cohesion

Economic
decline

Multi-
modal

transport
system

Holistic
approach
to envi-

ronmental
and

energy
issues

Poverty
Health

problems

Combina-
tion of
formal

and
informal
govern-

ment

Territorial
cohesion

Urban
ecosys-

tems
under

pressure

Urban
ecosys-

tems
under

pressure

Ageing
popula-

tion

Emer-
gency

manage-
ment

Mono-
sectoral

economy

Traffic
conges-

tion

Climate
change
effects

S.diversity
as source

of
innovation

Urban
sprawl

Sust. local
economies

Non-car
mobility

Urban
sprawl

Cyber
Security

Safety and
Security

Social
diversity
as source

of
innovation

ICT
infrastruc-

ture
deficit

Cyber
Security

ICT in-
frast.deficit
TABLE 1.3: City challenges in European cities [63].
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Requirements IoT-A BeTaaS OpenIoT IoT@Work
Network security

. . . Confidentiality ✓ ✓ ✓ ✓

. . . Integrity ✓ ✓ ✓ ✗

. . . Authenticity ✓ ✓ ✓ ✓

. . . Availability ✗ ✗ ✗ ≈
Identity management
. . . Authentication ✓ ✓ ✓ ✓

. . . Authorization ✓ ✓ ✓ ✓

. . . Accountability ✗ ✗ ✗ ✓

. . . Revocation ✓ ✗ ✗ ✓

Privacy
. . . Data privacy ≈ ✗ ✗ ≈
. . . Anonymity ✗ ✗ ✗ ✓

. . . Pseudonymity ✓ ✗ ✗ ✓

. . . Unlinkability ✓ ✗ ✗ ✗

Trust
. . . Device trust ✓ ✓ ✓ ✗

. . . Entity trust ✓ ✗ ✓ ✗

. . . Data trust ✗ ✓ ✗ ✗

Resilience
. . . Robustness ✓ ✓ ✗ ≈
. . . Resilience ✓ ✓ ✓ ≈
TABLE 1.4: IoT architectures and security requirements: ”✓” indicates
fulfillment, ”✗” no fulfillment or missing evidence, and ”≈” a partial ful-

fillment. [68].
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Chapter 2

State-of-the-Art: Background, Survey,

Comparison, and Evaluation Services

2.1 Introduction

After the information revolution that the world witnessed, many sectors in the city (build-

ings, health, transportation, etc.) have been digitized with modern devices, so human life

has become smooth and safer than before. The smart city is a term resulting from the

city’s adoption of these technologies, as its systems were characterized by automation

and reliability. Efforts are still ongoing, we can know this through the increasing contri-

butions to research databases, the competition of technology companies, and the spread of

smart devices among people. Many existing approaches realized the concept of the smart

city by developing several aspects including information protection, data management,

reducing delays, expanding coverage, etc. These concepts are adopted on all sectors of

the city (health, education, transportation, economy, etc.). For this purpose, we survey

and classify the most pertinent contributions related to this issue.

The main focus of this chapter are:

1. Surveying the recent contributions discussing key issues of a smart city.

2. Introducing IoT concepts and showing the reason of its spread in smart cities.
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3. Identifying the main Keys of developing emergent technologies in the different

fields of a smart city.

4. Showing the advantages of a smart city and their impact on individuals and govern-

ments.

5. Discussing challenges related to the development of smart cities.

6. Developing an innovative methodology based on measuring requests and responses

that can gauge smart city sectors.

7. Using benchmarks to show trends, the dominant concepts, the role and the effi-

ciency of devices in providing best services of smart cities

This section is organized as follows. Section 2.2 is a comprehensive overview of

IoT and the smart city. Section 2.3 presents the literature related to the concepts and

challenges of smart cities. In addition, our contribution related to the smart city and based

on requests/responses of devices has been developed as well as the obtained results are

presented in Section 2.4. Finally, we conclude the paper in section 2.5.

2.2 Background

2.2.1 IoT Overview

To define better the Internet of Things, we must detail the two terms separately, then,

know how they were collected on one term. The Internet became commercial in the mid-

1980s after it was owned by the US Department of Defense only. Where ARPANET (its

first name) was divided into two networks, ARPANET was directed to research uses while

MILNET was dedicated to military activities to preserve their security [75]. Despite the

low services on the traditional architecture (low speed [76], unreliability, low comput-

ing/storage [77]) that relies on servers serving computer requests, it has gained increasing

popularity due to the saved time, effort, and money.
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This demand encouraged researchers, commercial and military institutions to join

other devices to the world wide web. These devices were Wireless Sensors Network

(WSNs) [78], household appliances [79], GPS systems [80], smart phones [81], etc.

These tools were called things. So, the idea of the Internet of Things was not planned, but

rather, it is the result of the information revolution. With a simple definition, the Internet

of Things is a huge network of tools and devices that can communicate with each other.

Their roles were to improve the users living conditions by adopting the most daily tasks of

the users. For example, the sensors distributed in the home can measure the temperature,

while the actuators turn on the air conditioner, open windows, and start the car before

going, etc. So, the role of the users is to adapt the environment with the devices and then

determine the living conditions. Deployed devices have features and behaviors (wireless

[82], type of connection, size, cost [83], energy, lifetime, etc) that should conform to the

requirements of the environment. Some people believe that the Internet of Things is con-

trolled by large commercial companies, but in reality, it is the result of increased users’

requirements, where, the major technology companies spend a lot of money and effort in

exchange for obtaining the personal information of users. For example, Adword1 relies on

users’ data to market products, focuses on written keywords, and sites owned by Google

(such as Gmail, Youtube) [84].

2.2.2 The Spread of IoT

Figure 2.1 shows the number of connected devices from 2015 to 2025, and we note that

the number of devices can increase by about 60 billion in just ten years. If we assume that

the population of the earth in 2015 is 7 billion people, so, every person will have at least

two devices. On other hand, if the number of people in 2025 is about 8 billion, so, each

person will have at least 9 devices. The reasons for this huge increase are the following.

• Development of Information and Communication Technologies (ICTs): In the

last years, both types of communication technologies (wired and wireless) address

1it is Google’s platform for advertisers, https://ads.google.com/nav/login

https://ads.google.com/nav/login
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FIGURE 2.1: Number of IoT devices form 2015 to 2025. [85]

the IoT requirements (latency, security, quality, coverage, cost). For example, op-

tical fibers are featured at a high speed among all the wired connections, where, in

September 2012, the NTT company announced that optical fiber speed reaches one

petabit per second over a distance of 50 Km [86]. According to wireless commu-

nications, the last generation of mobile communication (5G) provides a high data

flow, which encourages mobile phone users to get it.

• Competition between companies: The statistics presented in Figure 2.2 shows

that technology companies are dominant in all fields. This leads to an increase in

the competition between them, and as a result, devices of high quality and reason-

able prices are offered. This consequence is enough to encourage users to acquire

additional devices that serve their interests.

• High risks: The large increase in the population has caused human and material

losses. According to the World Health Organization (WHO), the number of deaths

from cardiovascular diseases has reached 17.9 million people in 2019 [87]. Also,
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the American Fire Administration published in a statement that the number of fires

for the year 2019 amounted to 1291,500 fires in the United States [88]. WHO

announced that between the years 1998-2017, the tsunami disaster led to the death

of 250,000 people in the world [89]. Further, the number of confirmed cases of

corona disease on January 07, 2020, exceeded 301685953 confirmed cases [90].

• Improving the city’s sectors: The recent studies and past events show that the

world sees smart devices as the best way to reduce health, environmental, urban,

and social problems. This leads to developing systems of fire control [91], pollution

control [92], weather monitoring [93], and limiting the spread of the Coronavirus

[94].

 

1
0

,5

6

3
,4

3
,3

2
,7

2 2 1
,3

0
,3

0
,1

3
3

1
8

,9

1
0

,8

1
0

,5

8
,5

6
,4

6
,4

4
,1

1 0
,5

2
0

1
7

1
4 1

6

5

9 9

7

2 1

Total Market Cap in Top 100 (x 1T$) % of Top 100 Market Cap Number of Companies in Top 100

FIGURE 2.2: The 100 dominant companies in the global market [95]

2.2.3 Smart City Overview

The term of “Smart City”consists of two words, where city means a wide geographi-

cal area that has a high population density, huge infrastructure, and extensive activities

in many fields (health, transportation, communication, etc.). This term includes the tra-

ditional city, as for the term smart, all the parameters, including technical devices, the

developed systems, and the management policies [96] are adopted by the city in order
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to bring many benefits. The linguistic meaning of the smart city is incorrect, as it is not

possible for a group of buildings, roads, and transportation to be smart, but the smart

city’ sectors (Figure 2.3) that are smartly managed. In order to upgrade any sector, it is

required at least to rely on one of the following four development keys.

Smart
city

Smart
building

[97]

Smart
trans-
porta-

tion [98]

Smart
ICT
[99]

Smart
health
[100]

Smart
grid

Smart
govern-

ment
[101]

FIGURE 2.3: Smart City Sectors.

1. The Internet of Things (IoT) is the best way to link the smart city’s parameters

to each other due to its given advantages, including low cost, mobility, low latency,

real-time monitoring, etc.

2. Cyber-Physical-Systems (CPS) is a combination of heterogeneous systems of dif-

ferent aspects (physical, hardware, software, human, and natural) that are enhanced

by smart decision supports especially Artificial Intelligence (AI) [102], Machine

Learning (ML) [103], and Deep Learning (DL) [104]. CPS create a model capable

of performing functions mastered initially by human, like automated driving [105],

interactive robots [106], etc.

3. Modern technologies offer the abundance and efficiency of modern devices which

allow for more information collection, storage, and processing, thus resulting in
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few or no errors. In addition to lower costs due to less maintenance, lower energy

consumption, and many functions in one device. Also, the services performed from

the developed systems satisfy the users’ requests.

4. Management strategies mean all commands, rules, laws, or policies that control

the relationship between users and devices. The user and the device are two vari-

ables in one system, where each party is ignorant of the overall characteristics and

behaviors of the other party. Strategies are developed to extract the positive points

and avoid the weaknesses for each of them. For example, resource access policies

[107], the hierarchy of users, security rules [108], etc.

2.2.4 Why the Smart City

Governments should trend through the concept of the smart city, due to the benefits ob-

tained from this advancement. In addition, the traditional problems have changed and

multiplied, and smart solutions must be deployed. By comparing the current time to the

end of the last century, we note that several problems have emerged that did not exist or

were of mild impact, e.g., environmental pollution, traffic accidents, privacy penetration,

the difficulty of living, low-quality and expensive equipment, etc. The benefits offered by

the smart city are as follows.

• Low cost: This is the most important reason the sectors emphasize, as they seek

to reduce the users’ costs. For example, smart buildings equipped with sensors

benefit from outside conditions and exploit them. They can take the advantage of

air temperature, daylighting to reduce the cost of electrical energy consumption, or

enhancing the home thermostat with a sensing optimization approach [109].

• Ease and comfort: City life forces citizens to be busy most of the time. The smart

city provides them with the required materials that mitigate or prevent this tired

routine. For example, smart transportation that depends on the Internet of Vehicles

(IoV) can monitor traffic and give necessary instructions to drivers.
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• Safety: It is a feature that all sectors give their users, also, it is a primary require-

ment which we face the city’s dangers. For example, smart buildings monitor the

status of residents from all internal risks (such as fire and heat) and external (such as

earthquakes, rain, wind, etc.), smart healthcare tracks patients remotely and in real-

time, ICTs provide their users with physical protection (Firewall, isolated databases,

secure phones, etc.) and digital (encryption, protected channels, antivirus, etc).

Also, IoT devices can face and reduce COVID-19 disease [110].

• Quality: The users are constantly searching for new additions with good qualities,

and this motivation inspires the technology forward. For example, the ultra-low-

latency of fifth-generation (5G) new radio is very motivating compared to the other

communication mobile technologies [111]. On the other hand, several studies have

been developed to improve the building system by including all visual, voice, tac-

tile, cognitive, and emotional interactions [112].

2.2.5 Smart City Challenges

First, we refer to the challenges related to each sector of the smart city. Then, we

detail the common challenges between them and the most impact ones on the city.

In addition, we suggest possible solutions to address them.

– Density is generally caused by the huge population compared to the living

area. It results in large activities and continuous requests in all sectors. This

causes the devices to be unable to treat these demands. The city should be rein-

forced with the elements required to address this demographic growth [113].

For example, developing a traffic control system based on prediction [114],

hybrid charging stations using solar energy [115], etc.

– Geographical zone is a large area that requires great efforts to achieve sat-

isfactory coverage through the distribution of contact stations [116]. Negli-

gence in this case leads to the loss of information and thus the lack of a proper
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link between sectors and users. On the other hand, a small area causes den-

sity, which is difficult to manage, as it requires the government to analyze the

places and times of density and then intervene immediately by the necessary

solutions.

– Cost: The more equipment we have, the more efficient sector is. But, this

enhancement costs users a lot of money, which is reflected in the purchase

price, energy consumption, and periodic maintenance. Innovations and new

generations reduce the cost, for example, the number of nodes using Bluetooth

5 is small compared to the previous technologies (classic and 4.x) due to the

coverage range [117]. Also, the use of renewable energies (such as solar en-

ergy [118], hydro power [119], geothermal energy [120], wind energy [121],

etc.) are successful and necessary. In addition, high-quality objects have a

long lifetime [79] which save the maintenance cost.

– Management of information: the high flow of information (requests and

responses) in the network needs to be managed in terms of protection, storage,

processing, routing, and speed. Poor management leads to loss and leakage

of information or bad services, while, the ideal management requires to basic

mechanisms like: key exchange protocols [122], access control systems [123],

super cloud computing, metrics-based routing [124], reduce latency through

data replication methods [125], etc.

– Pollution: reducing it is the responsibility of all sectors, given that everyone

can participate in its occurrence. In addition, its spread causes the waste of

human and material energies. It is solved in two ways, the first is to rely

on systems using clean energy or using control systems where the weather is

monitored and exploited with modern technologies [126].
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2.3 Related Work

Due to the climate change and to deal with the sea level rising, Kirimtat et al. [127] sug-

gested an innovative approach named “Smart Floating Cities (SFC)”, that integrated many

aspects like smart people, smart economy, smart governance, smart mobility, smart envi-

ronment, and smart living. They gave the frequent keys to study the most studied issues.

Also, they presented the definitions of the smart cities from articles of high impacts They

compared the studied literature through the areas of application, proposed methodologies,

benefits, and limitations. Finally, they evoked researches with different trends that can be

combined with their approach. Although the presented details, the manuscript did not

propose a concrete model that shows the relation between the studied contributions. In

addition, no methodology is presented to show application of a floating city, ans also,

without mentioning the pros and cons of their proposal approach.

Hassan et al. [128] have divided the IoT network of a smart city into three layers:

perception, network, and application by highlighting the relation between the computing

cloud and IoT. Hierarchically, they have characterized a smart city using features like:

mobility, economy, people, living, etc. This categorization was detailed in the context

of existing and predefined conditions. Mainly, they explained how the city is exploited

in several aspects, namely healthcare, transportation, energy system, and parking system.

Further by using the critical analysis, they evaluated the existing works in terms of smart

city services, micro-controllers, tools, sensors, network communication, and important

results. However, several important points have been tackled but the survey lacked inno-

vation in terms of detailing the concepts and challenges facing smart cities development.

The privacy and security issues within the smart city are primordial to achieve the

needed confidence. Ismagilova et al. [129] conducted a survey by searching keywords

on Scopus database, selecting the appropriate contribution, and extracting data such as

the year, the name of the journal, etc. After that, the found contributions were classified

according to the addresses topics, namely privacy and security of mobile devices and

services, infrastructure, power system, etc. Several challenges related to the sustainability
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of the smart city were identified: trust, operational and transition, technological, and

sustainability challenges. Moreover, they proposed a framework for privacy and security

of the smart city, which combines the smart city challenges and factors.

The evolution of the digital world may degrade the performance of cloud computing,

especially in terms of response time, which is one of the most important issues to develop

a smart city. Therefore, it is necessary to include fog computing within the city’s network.

Javadzadeh and Rahmani [130] made an overview of the studies that address fog comput-

ing technology in the smart city. Several questions were asked about this issue such as

future challenges, how to evaluate the proposed systems, the existing problems and the

deployed solutions, etc. The surveyed studies were categorized into the service objective,

which means the purpose of exploiting the technology within the smart city (latency, se-

curity, mobility, etc.), application classification, which refers to the areas in which this

technology can be used (health, energy, education, etc.), and outcome type, which indi-

cates the final results obtained from previous work, such as frameworks. Finally, they

did an analysis where they showed the pros and cons of the related works by indicating

the addressed service objectives. However, the large number of restrictions when using

databases search and keywords specification may reduce research results. We believe this

is the reason for not identifying some fields like the smart industry or smart educations.

Data collection can be the mainstay of the automated decisions applied by the devices.

So, the correctness of data leads to sound decisions. Ageed et al. [131] studied data min-

ing in the smart city. Initially, they highlighted how big data are depending on mining

techniques, the role of cloud computing, and the active components in IoT. They focused

on tracking the city’s pulse, optimizing data failure services’ resilience, standardized In-

ternet, the city’s biodiversity, etc. After that, they compared algorithms, tools, and goals

with the most important obtained results. Despite recent relevant studied contributions,

we notified a lack of data references and benchmarks as well as of visual supports such as

charts, curves, tables, etc.

The Internet of Things became a pioneer of smart cities by collecting massive data and

executing complex tasks, Smys [132] studied the integration of IoT within smart cities and
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their. First, the applications of IoT were referred with real examples, including smart liv-

ing, smart agriculture, smart parking, smart city, smart industry, smart environment, and

smart energy. After that, they focused on the challenges faced by this technology such

as managing big data, in addition to sensing towards cloud computing, AI algorithms,

machine learning techniques. Finally, they detailed each of the concepts with its IoT ar-

chitecture in smart home, home automation, smart cities. Many examples were presented

without criticizing the relevant with a lack of details.

Concretely, the flexibility of a network depends on the smart city architecture. Zhang

et al. [133] classified the applications of the smart city on energy, environment, industry,

living, and services. Then, they proposed an architecture to control them by modeling:

the physical world that contains sensing and operating components, the communication

world that integrates the heterogeneous networks, the information world which includes

the control, analysis, and stored modules. Finally, they discussed the challenges of secu-

rity and privacy through some applications by showing the possible mitigation solutions.

However, the defined IoT components need more details especially their properties (e.g.,

the latency, capacities, security, etc). Moreover, the security has been sketched without

showing how to deploy protocols within the involved encryption methods. Unfortunately,

the experiments have been excluded to validate the proposed approach.

Among the studies made by the deployment of the Wireless Sensors Network (WSNs)

in a smart area of interest, Kanaris et al. [134] proposed a methodology to deploy WSNs

and IoT nodes in complex urban environments. The aim was to create a preliminary

system in network simulators to facilitate the management and deployment of the net-

work in an area of interest. The methodology ran on two steps: the first was to integrate

the deployment in TruNET wireless which is a realistic 3D polarimetric physical layer

simulator and the second was to export the results obtained from TruNET to the Cooja

simulator which is specially designed for WSNs or IoT networks. They concluded that

the simulation results did not much the real results, so they were insufficient to build a

real network. In addition, the obtained results regarding the physical layer data were less

realistic. This problem can be overcome through simulation and verification as well as by
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covering latency of protocols, propagation signal method, and coverage.

Kacou et al. [135] presented two path loss models for a building map to the objects

using the frequencies 800 MHz to 6 GHz. The first model depends on log-distance and

the subsequent one is a multi-wall path loss model that integrates the log-distance with the

obstacles attenuation. At this end, it is divided into: 1)a generalized multi-wall path loss

model that classifies the barriers into two parts dividing walls and load-bearing walls, and

the detailed multi-wall path loss model that takes the real values of the obstacles. Kacou

et al. [135] focus on the propagation without the sensing operation. Our work deals with

the sensing by taking into consideration the distance between the sensor and the target,

obstacles impact and the sensing range.

The blockchain technology is used in many domains, for example Raikwar et al. [136]

adopted it to achieve the security of the insurance platform, where the transactions pro-

cesses as smart contract. They implemented the framework on Hyperledger fabric, the

results obtained showed that, it is necessary to chose the parameters which constructed

the blockchain in order to optimize the network latency. On other hand, the database

does not respect the privacy because the data recorded are without encryption. While,

Liu et al. [137] proposed a framework of data integrity service, their goal is to create a

reliable system that checks the data integrity without third party. Also, Li et al. [138]

gave a crowdsourcing system, which receives the tasks from the requester and share them

between the workers to solve them, the framework does not consist on third part. The

tests show that the system is scalable and applicable.

Nagothu et al. [139] suggested a secure smart service consists on the microservices

model and blockchain mechanism, their goal is to make a reliable decentralized system

and give a tamper proof of data in the insecure system. The idea is as follows, each mi-

croservice records its collected information in its dedicated database. Then, the master

database combines these memorizations, after that the miner node extracts its hash which

will be added in the new block of the blockchain. They used the smart contract to give

the authorized access to the videos captured by the surveillance cameras, the fogs that

are near to the edge process in the real time the videos of the cameras, while the cloud
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computing performs high protection tasks as the reorganization and discovering the mali-

cious intents. The contribution lacks the application and analysis of the obtained results to

confirm the effectiveness of the proposed hypothesis. They did not give examples to sup-

port the hypothesis, such as object-recognition algorithms, security protocols and hashing

mechanisms.

Kushch and Prieto-Castrillo [140] applied the Rolling Blockchain concept to the WSNs

deployed in the smart city. The proposed network is considered as distributed servers,

where, they contain the blockchain of their sub-clusters and the total blockchain. Since,

the WSNs have a low capacity memory, the size of the blockchain depends on the param-

eters of the "worst" memory node. They gave the mathematical model for the complete

chain and the segment of the chain that is removed from the original chain. They con-

structed a linear distribution of sensors in order to conclude if the network find a new

path between two WSNs after the randomly removing of the links. Thus, when they in-

creased the level of attacks (proportion of edges removed), the network always creates an

alternative paths until its break down, so the WSN network is scalable. The experiment

part did not test the integrity of the data recorded in their proposed blockchain structure.

The recording of the blockchain in the WSN makes the network constrained by the worst

sensor. The proposed network structure imposes the sensors to apply the blockchain oper-

ations (verification, confirmation and storing) that affect the energy storing, the processing

and the memorizing capacities which are limited in the sensors.

Jia et al. [141] concerned with increasing the level of protection on the crowd sensing

network by the blockchain technique. The network consists of three parts, intelligence

crowd sensing networks, confusion mechanisms, and blockchain. The crowd sensing net-

work contains sensors to collect the information users that will be sent to the confusion

mechanism. This latter regroups the sensors into 10 nodes, one of them is miner which

creates a new block of information. Then, the confusion mechanism integrates the re-

ceived data in the blockchain, it gives the users virtual coins and puts the encrypted data

in the server. After that, the server stores the users’ information and motivates the sensor
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to collect the information. Their contribution encodes the user information using Confu-

sion Mechanism Encode Algorithm (CMA-E) and hashes the blockchain data by Merkle

tree algorithm. They created an information storage system through android application

that records the data by traditional and CMA-E methods, where a large percentage of

people used the second method. However, the complexity of the Merkle tree algorithm is

expensive Tn = O(3n). The encoding algorithm is not strong (it can be broken) since it

relies on symmetric cryptography techniques.

Cebe et al. [142] create a framework based on the blockchain technology for the foren-

sics of the accident vehicles, it is composed of a forensic daemon inside the vehicle which

receives the information from the Event Data Recorders (EDR) and broadcasts Basic

Safety Messages (BSM). The forensic daemon publishes the EDR and BSM to the in-

surance company and the car manufacturers, these latter collect those data to analysis its.

The framework does not focus on the types of wireless communication technologies that

require high data transmission speed and protection.

Paillisse et al. [143] achieved an access control framework through LISP control plane

and the blockchain implementation (Hyperledger Fabric 2). Its architecture based on three

layers, the first layer is the policies defined by the administrator, that grants the users to

access the resources, the second layer is the blockchain which stores all users, compa-

nies, and policies; and the third layer is the network which is a set of users, resources,

protocols that achieve the access operations (requests-responses). The idea was tested on

experiment and verified in terms of scalability and network latency. On the other hand, its

contribution does not concentrate or lack of validation users, also, the structure of block

is very basic.

Islam and Madria [144] enhanced the IoT system by a permissioned blockchain which

is consisted on the access control model. The latter is implemented in Hyperledger Fabric

which is called Attribute Based Access Control (ABAC). Its proposition collects all of

: 1) Actors which are the resource provider and the requester, 2) Components that are a

local IoT network and the blockchain , and 3) Resource access process by the requester.

2an open-source implementation of a permissioned blockchain
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With the tested system, they adjusted the values which serve its experiment. The result

showed that, the access request of its access control system is faster compared to the

public blockchain. On the other hand, the latency increases by increasing the number of

attributes in the policy.

The goal of Novo [145] is to propose a decentralized access control system for the IoT

devices by using the blockchain technology. The system is composed of WSNs, Managers

are responsible for the access control permissions, Agent node deploys the smart contract,

smart contract contains all the operations allowed in the access management system. The

blockchain network which can be readable from all but only written by the private nodes

and Management Hubs that are interfaces which translate the CoAP message received

from IoT devices. He evaluated the overall delay of the architecture when including the

management hub nodes. The performance of the IoT device is acceptable, but the solution

had a waiting issue of the blockchain network to release access control information.

However, achieving a safe and well-built smart city requires continuous maintainabil-

ity and improved approaches. Thus, any recommended methodology must determine the

effective and optimal solutions through the following steps.

• Classifying the application areas, as in Figure 2.4, that need more deep research

(e.g., medical informatics, multimedia technologies, computer network and com-

munication, etc).

• Identifying the strengths and the weaknesses of of each selected initiative.

• Determining the reliability degree.

• Standardizing and unifying the solutions in a synergy platform.

• Guaranteeing the inter-operability between all services and deployed solutions.
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FIGURE 2.4: Smart City Research Applications.

2.4 Evaluating the Services Reliability in Smart Cities

In this section, firstly, we detail our approach about how the sector handles the received

requests and then replies them with a sequence of responses. Secondly, we gauge how

well a sector is successful. Then, this evaluation guides us to innovate and deploy solu-

tions for unsatisfactory services. Figure 2.5 shows that the sector consists of IoT devices

and others constituting interconnected systems (e.g., healthcare [147], education [148],



32Chapter 2. State-of-the-Art: Background, Survey, Comparison, and Evaluation Services

transportation [149]). At any time, sectors are ready to receive an unlimited number of re-

quests. The source of requests may be the users of services (citizens, workers, customers,

etc.), and devices where their configuration allow detecting a specific sector to send the

appropriate requests. So, automated orders are issued under specific conditions. For ex-

ample, sudden heart attacks can be monitored by a sensor connected to the patient. In the

case of a heart attack, the sensor informs the appropriate doctor of the necessary informa-

tion (such as the patient’s name, room number, previous diagnoses), so, the patient will

get the care in real-time.

To avoid any saturation or our of services, we point out that each device (cloud, fog,

Bridge, Gateway, etc) has a threshold for receiving requests and considering reliability

is fundamental to ensure the resiliency of the global system and inter-operable services.

Also, the compatibility of the device within the network is a sensitive matter that must

be studied before a saturation occurs. For example, it is not possible to connect a receiv-

ing server of limit capacities with very active transmission points. In the normal case,

the target devices, satisfy the requester’ demands through responses which can be read-

ing/writing information or applying actions.

The smart city is being developed from several directions, where, researchers focus

more on specific aspects. For this purpose, we exploited Scopus’ database 3, highlight-

ing the contributions related to the smart city in 2019,where we targeted many areas of

interest: computer science, engineering, social sciences, and energy. The result showed

in Figure 2.6 and they are obtained by using VOS Viewer software 4. The visualization

represents all the index’ keywords repeated more than four times, and we ignore similar

words (such as IoT and Internet of Things) where we give priority to the predominant

term. Keywords are divided into 7 clusters of different colors, the size of the circle in-

dicates the weight of the keyword, while the link between two items mean the existence

of a relationship between them. We conclude that researchers are developing a smart city

with a close focus on the Internet of things, energy efficiency, energy utilization, security,

3https://www.scopus.com/
4https://www.vosviewer.com/
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FIGURE 2.5: Data-flow (Requests & Responses) Applied in Smart City.

automation, urban planning, big data, etc.

Based on the previous results, we wanted to examine the research on the most fre-

quently used keywords (internet of things, energy utilization, security , automation, and

big data) between 2010 and 2020 in the same database. The obtained results, shown in

Figure 2.7, demonstrate that there is a great focus on those keywords and they have a
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FIGURE 2.6: Building bibliometric networks of researches related to the
smart city.

major impact in making the smart city a reality.

The goal of the experiment is to show the effect of the devices’ features on the quality

of service, and this encourages to configure the network with devices of high capacities.

that guarantee the continuity of the system. Using Java programming language, we cre-

ated ten devices (objects), which receive the requests, then run for a random time between

[0.2, 2] seconds. A thousand requests (piratically are the calls) were randomly sent to the

devices, the delay time between each request is between [0.001-0.1] second. Devices re-

ceive limited requests (which signify the memory), and they ignore requests when they

are saturated. Figure 2.8(a) shows the effect of memory on the occurrence or absence of

the service, where, the higher the memory capacity, the higher is the response. The test

emphasizes this idea, satisfactory service depends on the quality of the materials’ features.

On the other hand, Figure 2.8(b) shows the satisfaction ratio of one sector, calculated

by Algorithm 1. This process enables us to identify the quality of a services (low satis-

faction rate), which helps detect its weaknesses and then improve them.
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2.5 Conclusion

In this chapter, we have defined the IoT concept and its expansion in the smart city, and

also we have introduced the most important services that migh found in a smart city. In

addition, we developed a methodology for assessing successful and unsuccessful sectors.

Furthermore, through scientific databases, we have shown the trend of hot topics related to

smart cities and the most exploited directions. In the next chapter, we will model the most

effective nodes in smart rooms, homes, buildings, and smart cities. This part is important
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(a) The number of responses in terms of memory
size.

(b) The percentage of satisfactory devices in
terms of memory size.

FIGURE 2.8: Statistics of responses and satisfaction in terms of devices
memory.

Algorithm 1: Calculation of the Satisfactory Sectors
1 for j = 1 to J do

// J: The number of all sectors.
for i = 1 to I do

// I: The number of sector’ devices.
if Response(Devicei j)/Request(Devicei j) ≥ 1 then

// Response(Devicei j): returns the number of replies answered by
the Devicei j.
// Request(Devicei j): returns the number of requests demanded to
the Devicei j.

Satis_Sect ++ // Satis_Sect: calculates the number of
satisfactory devices on the sector.

end
end
Rate_Satis_Sect j = (Satis_Sect × 100)/I // Rate_Satis_Sect j: calculates
the percentage of satisfaction in all sectors.

2 end

for describing the global model of a smart city. Further, we will suggest a hybrid approach

that merges both formal methods and network analysis techniques to enhance the building

of a more robust and reliable smart city.



37

Chapter 3

Sound Formalism and Robust Analysis

of Smart Cities

3.1 Introduction

As we explained previously, the smart city is a concept treated by the researchers and the

stockholders, also, each integrated field is equipped with specific materials and objects.

The smart building plays a sensitive role in the city, due to it is considered a comfortable

place for the inhabitants and protects the integrated tools from external threats (like tem-

perature, humidity, crimes, etc.). Many Models (like UML, State machines, SysML, etc),

languages (like natural language, formal methods, object-oriented programming, etc), and

analyses (like network simulators, dashboards, spreadsheets, etc) are used to study the in-

teractive actions applying between the components in the whole system and analyze the

results (i.e. errors or correctness). Formal methods are one of the best ways to represent

the behaviors of objects due to it is based on mathematical logic, this stage is verifiable

for troubleshooting. On the other hand, the Uppaal model checker is a validation and

verification tool that collects the timed automata of objects and tests the best functioning

of the global system. In addition, IoT equipment can be simulated in the analysis net-

work like Cooja which shows the collected data and the routing processes in the designed

environment.

In this chapter, we will treat the smart building issue in the smart city through all the
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following steps, Firstly in section 3.2, we review the related works of IoT, building re-

quirements, and smart city applications. In section 3.3, we will propose a smart living

framework for smart rooms by modeling the different components needed for an indoor

environment and developing a trustworthy architecture. Then in section 3.5, we propose a

smart living framework for smart buildings, where, we rely on the existing limitations and

the requirements for a home, the proposed solutions consider all indoor issues, implement

sensors for each measure, collect data in real-time and make reactions to prevent risks.

Also, in section 3.7, we represent our smart city model which combines the physical and

the digital models and details our methodology that analyzes SCM by ensuring its cor-

rectness and security. At the end of the chapter, a conclusion 3.9 is given that concluded

this contribution.

3.2 Related Work

In this section, we will review the existing work related to IoT modeling, functional anal-

ysis, network architectures, and application in real life with concrete cases.

Firstly, Ouchani et al. [146] proposes a security analysis framework for IoT that

covers the probability and costs of actions, formalizes IoT, analyzes the correctness and

measures their security level by relying on the probabilistic model checking PRISM. To

ensure the functional correctness of an IoT-based system, Ouchani develops five steps:

defines the IoT components, formalizes the architecture in a process algebra expression.

Then, it expresses the IoT requirements in PCTL and transforms the IoT model into the

PRISM input language. Finally, PRISM checks how much a requirement is ensured on

the IoT model. However, the proposed framework involves a large amount of data and

messages which make the probabilistic model checking expensive in terms of time and

memory.

Also, Moreno-Salinas et al. [150] proposes a method that detects the optimal position

of sensors to receive information from several targets. To find the perfect place, they rely
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on FIM1 to measure the amount of information that a random variable (sensor) carries

about a parameter that is sometimes unknown (target). After several progressive tests,

they use two separated tests, the first tries to find the optimal position for a sensors that

receives from a target transmitter with a known placement. The second one finds the

optimal positions of sensors with unknowns positions. However, FIM showed significant

results for a small amount of objects but the cost of calculation time is expensive when

the target is unknown in a known area.

Moreover, Al-Fuqaha et al. [151] suggest to make IoT protocols compatible with each

other by creating re-programmable gateways through a rule-based language. Mainly, they

focused on healthcare applications, a nursing home patient monitoring system, a system

for the monitoring and mitigation of eating disorders, and an indoor navigation system

for the blind and visually impaired people. For the first application, they collect patient

measurements in multiple nursing stations by the IoT protocols. In the second application,

the patient has a glove that gathers information about the movement of his hand and sends

it to a gateway, which translates these messages to deliver the required functionality. The

third application uses real-time location services (RTLS) for blind and visually impaired

people who run this service and to provide users with tactile navigation information to

help them avoid obstacles. In fact, programmers can improve the gateway rules, but it is

hard to write in general.

Furthermore A. Zanella et al. [152] apply the principles of smart citys for Padova city

to collect environmental data. The architecture is composed of constrained IoT sensors, a

database server which use technologies CoAP2, 6LoWPAN3, unconstrained devices that

use traditional technologies like HTML. The interconnection between users and sensors

is made by an intermediary gateway and HTTP-CoAP proxy-grown that plays the role

of translator between the two sides. During a week of tests, the results show how do

people react with different situations and phenomena, for example benzene consumption

at the end of weeks. This architecture allows the compatibility between constrained and

1Fisher information matrix
2Constrained Application Protocol
3IPv6 Low power Wireless Personal Area Networks
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unconstrained devices by a cross proxy. In general, the constrained physical and link layer

technologies are characterized by a low energy consumption, the transfer rate and data

processing in constrained devices is relatively low, but the dependence on unconstrained

ones increase in cost.

Several research initiatives have been proposed for the smart city with a focus on IoT

modeling, smart city components and requirements, and others on indoor management.

This section surveys the recent literature related to them.

The term smart city includes many aspects, this is what Saraju .P et al. [153] touched

upon, where, they presented general definitions about the smart city. They covered them

as generalities in terms of applications (smart infrastructure, smart transportation, smart

energy, smart healthcare, and smart technology), requirements (sustainability, quality of

life, urbanization and smartness), impacts (society, economy, environment, and gover-

nance), and infrastructures (physical objects, ICT, and the service). This contribution is

rich in concepts but it needs more experiments to demonstrate how the mentioned appli-

cations function together.

Further, Centenaro et al. [154] focused on the wireless telecommunication LPWANs4

in a smart city using LoRaTM. The aim was to estimate the number of nodes to cover a

smart city (inexpensive or not) and to show their advantages after the deployment. They

experimented LoRaTM on 19 floors of a building to measure temperature and humidity

through one gateway and 32 nodes. Then, they estimated the number of the needed gate-

ways to cover Padova city. They deployed a gateway without antenna gain in a building of

two floors to assess the ‘worst case’. The obtained result showed that LoRaTM technology

could cover a cell of a 2 km radius. They also concluded that 30 gateways were needed

to cover Padova. However, LoRaTM had an acceptable range of coverage in worst cases,

but the number of ports of the gateways was limited and did not support the evolution of

IoT technology.

Concretely, the flexibility of a network depends on the smart city architecture. K.

4LowPower Wide Area Networks
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Zhang et al. [133] classified the applications of the smart city on energy, environment, in-

dustry, living, and services. Then, they proposed an architecture to control them by mod-

eling: the physical world that contains sensing and operating components, the commu-

nication world that integrates the heterogeneous networks, the information world which

includes the control, analysis, and stored modules. Finally, they discussed the challenges

of security and privacy through some applications by showing the possible mitigation

solutions. However, the defined IoT components need more details especially their prop-

erties (e.g., the latency, capacities, security, etc). Moreover, the security has been sketched

without showing how to deploy protocols within the involved encryption methods. Un-

fortunately, the experiments have been excluded to validate the proposed approach.

Practically, the real-world application is the best way to study the behavior of the ap-

pliances. Luis Sanchez et al. [155] proposed an architecture to monitor the air quality,

luminosity, noise, temperature, irrigation monitoring and environmental station in San-

tander city (Spain). The architecture was composed of three levels: IoT peripherals such

as the sensors and APIs, the gateway level, and the IoT server located in the cloud comput-

ing service. They tested the architecture to monitor the temperature and the humidity of

soil by giving the users access control to their resources through OTAP technology since

the solution was not wired. Compared to our contribution, it needs to include the control

of sensors and the used protocols to estimate the protection level, and the transmission

cost and coverage.

Additionally, among the studies made by the deployment of the Wireless Sensors Net-

work (WSNs) in a smart area of interest, K. Loizos et al. [134] proposed a methodology

to deploy WSNs and IoT nodes in complex urban environments. The aim was to create

a preliminary system in network simulators to facilitate the management and deployment

of the network in an area of interest. The methodology ran on two steps: the first was to

integrate the deployment in TruNET wireless which is a realistic 3D polarimetric physi-

cal layer simulator and the second was to export the results obtained from TruNET to the

Cooja simulator which is specially designed for WSNs or IoT networks. They concluded

that the simulation results did not much the real results, so they were insufficient to build



42 Chapter 3. Sound Formalism and Robust Analysis of Smart Cities

a real network. In addition, the obtained results regarding the physical layer data were

less realistic. This problem can be overcome through simulation and verification as well

as by covering latency of protocols, propagation signal method, and coverage.

Also, Hemant . G et al. [156] proposed an approach for smart homes and buildings to

monitor the life of inhabitants by detecting the inhabitant’s events that were collected from

IoT nodes (sensor, coordinator, and the gateway). Also, they discussed the mitigation

that can be deployed for the connectivity of the IoT system by taking into account the

physical separators. However, the proposed architecture did not deal with the integrity of

the measured data, and it required an action level to execute the operations according to

the collected data.

Furthermore, to improve the level of protection of the Constrained Application Proto-

col (CoAP) and the encryption in DTLS protocol, S. Arvind et al. [157] set a client/server

architecture, which was composed of the constrained devices that communicate together

through CoAP protocol. The establishment of the architecture has been done by the Cooja

simulator installed in the Contiki OS. They intercepted the communication by installing a

proxy system in the middle to simulate the sniffing attack. As a result, the data was trans-

mitted in plain text which increased the possibility of attacks on CoAP. Since the DTLS

protocol used strong encryption, it is difficult to evaluate its security level by simulation.

In addition, this type of attack needs powerful resources to be broken.

Concerning the reviewed initiatives in solving problems related to the smart city and

IoT applications. Our focus is to compare our contribution within the literature in terms

of automation (automatic analysis of SCM), security (respecting the security require-

ments), architecture (scalable and supporting different ranges of components), access

control (manage the access authorization to SCM resources and components), and anal-

ysis (the used technique to check and validate the smart city requirements). We found that

our contribution covers the identified issues compared to the reviewed ones.

we sought to make a comparison between them shown in Table 3.1, to clarify the

points that we touched on, which are automation (automatic analysis of SCM), security

(respecting the security requirements: confidentiality, data integrity, and the availability
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Contribution Automation Security Architecture Access
Control

Analysis

[146] ✓ ✓ × × ✓
[154] × × ✓ × ✓
[133] × ✓ ✓ ✓ ×
[155] × ✓ ✓ ✓ ✓
[152] × ✓ ✓ × ✓
[134] × × × × ✓
[156] × ✓ ✓ × ✓
[157] × ✓ ✓ ✓ ✓
Our

contribution
✓ ✓ ✓ ✓ ✓

TABLE 3.1: Comparing our contribution with the reviewed initiatives.

of services), architecture (rich and scalable architecture composed of digital and physi-

cal components), access control (provide the access authorisation to SCM resources and

components), and analysis (simulation checks and validates the smart city requirements).

3.3 Smart Room Case

For a better living quality, the smart spaces paradigm aims at constructing advanced service infras-

tructures that follow the ubiquitous computing approaches where smart objects are executed on a

variety of digital devices and services are constructed as an interaction of agents in a communica-

tion environment [158]. The main feature of this technology is the integration of heterogeneous

and action elements (actuators) in a distributed system that performs different actions based on the

information gathered by the sensors combined with the requirements of the particular application.

Intelligent information systems enable the processing of multimodal data collected by the sensors,

so as to reconcile heterogeneous information and safe conclusions on the facts giving rise to the

activation of the necessary actions to address the consequences of these events [159].

The room has several factors that can affect it or the life of inhabitants or both at the same

time (temperature, humidity, noise, light, etc). Nowadays different numerical models are available

to describe the vapor balance of transient water in a room and predict indoor humidity [160]. In

general, sensors communicate directly with the home gateway and feed the system information

with regards to the obtained environment measures, for example light intensity inside a particular

room, temperature inside and outside the home and motion sensing to name a few [161].



44 Chapter 3. Sound Formalism and Robust Analysis of Smart Cities

In this chapter, we propose a smart living framework by modeling the different components

needed for an indoor environment and developing a trustworthy architecture that ensure the well

functioning correctness of such system, and also its configuration and control. First, we rely on

the existing limitations and the requirements for a room that can affect the inhabitant like humid-

ity, the temperature, loud noise, the challenges of handicapped, dangerous natural and artificial

phenomena such as earthquake and fire.

The proposed framework is a web service based solution where sensitive nodes are indoor

planted and their measures change in real time. The architecture proposed for the framework

considers different classes of nodes. A database node containing the collected data by sensors, a

server node that ensures the communication and the reliability between nodes, and reacts when

necessary by sending the appropriate control commands; the actuator node executes the received

commands from server (actuator) and external actors who can extract or edit room data. The archi-

tecture uses MQTT protocol [162] to ensure a reliable communication between the the predefined

internal nodes. Further, the architecture implements a precise constraints and requirements for

the communication and during executing actions. Otherwise, the nodes do not respecting certain

conditions are considered as Unacceptable nodes. Finally we ensure the functional correctness

of the nodes and their safe communication by simulation in, the verification and validation tool,

Uppaal [163] by creating different scenarios. The results show that the proposed framework is a

deadlock free and respecting the indoor living requirements.

This section details the proposed secure network and communication system for smart rooms.

First, we present the overall system architecture and the components related to the system, then we

detail the semantic of each used object and node, Finally we describe the communication protocol

and the data management in the proposed system.

3.3.1 Architecture

Figure 3.1 depicts the main components of the proposed architecture, which is based on three

levels, detection, analysis, and action level. The detection level allows to sense the status of a

room in real time then it makes a declaration in case a contradictory status (fire, noise, humidity,

etc.), the nodes of this level are mainly the sensors. The analysis level has nodes that import the

data(input data) to analyze them then extract the commands(output data). Nodes of this level can
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be either: web server, broker, database, and smartphone. The action level contains actuators that

execute the physical actions according to the received commands form analysis level.

Server

Smartphone Database

Broker

Analysis Level

Sensor

Detection Level

Actuator

Action Level

IoT Node
Level

communication

FIGURE 3.1: Architecture of Smart Room.

3.3.2 Smart objects

An object can be defined by its static attributes and dynamic behavior. The static attributes can

be: identification [164], connectivity [165], battery life[166], powered by electricity, data security

[167], small size, high product quality, constrained device [168], price[169], service availability

[170], minimum error[171], easy to maintain, required a low connection rate [172], interoperabil-

ity of nodes[173]. The dynamic defines its behavior that relies on its proper actions, mainly: turn

on[174], turn off[174], send[175], receive [175], collect data [175], apply action[175], encrypt,

decrypt, and authenticate. Definition 3.3.2 defines formally a general smart node can be a Sensor,

Actuator, Broker, Database, Server or Smartphone.

[Smart node]

A smart node is a tuple of⟨O,Propo,Fonco,Behavo⟩, where:

1. O is a finite set of IoT objects written in the form {Oi | i ∈ N } where o∅ ∈ O is an empty

object.
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2. Propo : O:→ 2A is a function returning an object properties where A={Id, Co,BLi , PEl,

DSe, SSi, HPr, CDe, LPr, SAv, MEr, EMa, RLo, INo} that precise respectively: identi-

fication, connectivity, battery life, powered by electricity, data security, small size , high

product quality, constrained device, low price, service availability all the time, minimum

error, easy to maintain, required a low connection rate, interoperability of nodes

3. Fonco are the set of functionalities/actions of objects, where f onco ={ turn_ono, turn_o f fo,

sendo (Oi,O j), receiveo(Oi,O j), collect_datao, apply_actiono, consume

_energyo ,encrypto, decrypto, authenticateo (Oi,O j) où Oi,O j ∈O }. turn_ono and turn_o f fo

to turn on or turn off the object, sendo (Oi,O j) et receiveo(Oi,O j) to send or receive the in-

formation from Oi to O j, collect_datao to collect the received information , apply_actiono

to apply an action after getting command, consume_energyo the ability to raise the energy

level, encypto and decrypto encypt or decrypt the message, authenticateo (Oi,O j) the object

Oi authenticate in the object O j.

4. Behavo : O → Eo returns the expression Eo that defines the behavior of an object in the

dominant case; where : Eo =Start.Action.End ; where Action = Fonci|Fonci.Action, i ∈ N

3.3.3 Measurements

We describe here a selection of natural measurements from others that we took into consideration.

• Light: if the noise level measured by the noise sensor in the room reaches a high limit and

the room has a low light level as at night, the lights automatically turn on, this case solves

the problem of crying the children in the room. In another case, if an inhabitant wants to

light a room, the sensor of the light placed on the outer face of the window senses the degree

of the sunlight, and if it is enough, the windows will be opened with a turn off of the lamps.

This action helps in saving energy.

• intelligent doors and windows: persons with reduced mobility that move by a trolley find it

difficult to open the door, so a detector is placed on the door in order to detect the patient

trolley . Also other vibration sensors are placed on the wall to detect the earthquake, and

if the level is strong, the actuators receive commands that allow the opening of doors and
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windows to facilitate the exit and to decrease the pressure which can cause a burst of glass,

and the another actuators cut the electricity.

• Temperature: to control the energy, the room must contain two temperature sensors, indoor

and outdoor. If the temperature service in the server receives the air information from the

sensors, the server sends a command to the air conditioner to adjust the temperature level

or turn off.

• Humidity: the humidity sensors are placed on the room walls and periodically they measure

the level of humidity. If it exceeds the required limit, the sensors declare the humidity

service which informs the resident by email for this case, then it gives orders to the actuators

to open the windows of the room, and turn on a fan for air circulation in the room.

• Fire: fire sensors trigger automatically the case of fire by measuring the proportion of

smoke, and it sends a signal to the fire service in the server, which send commands to

the actuator to open doors and windows, spraying water, and the owner of the house and

firefighters receive an alert message.

3.3.4 Communication Protocols

The communication between client-server nodes is based on two protocols: MQTT and HTTP.

The former, a publish-subscribe mail protocol, is used when sensors and actuators are clients; and

the latter is applied for other clients like smartphones which is based on Internet. Figure 3.2 shows

the whole communication between nodes, where the main steps are described as follows.

1. A sensor publish the data to the broker.

2. The database subscribes into the Broker in order to periodically keep track of the retrieved

data.

3. The server subscribes in the Broker and receives the published sensors data.

4. The web server, including smart applications, presents the appropriate command, and pulls

it onto the MQTT Broker.

5. The actuators subscribe in the Broker then it receive and execute the commands.
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6. The application retrieves or updates the database values.

7. External actors, through web and smart applications, communicate securely with web server

by encryption method like RSA.

FIGURE 3.2: The communication steps.

3.4 Experimental Results

In this section, we show the effectiveness of the proposed framework on two real cases scenarios.

As mentioned, we use Uppaal, an integrated tool environment for modeling, validation and ver-

ification of real-time systems modeled as networks of timed automata extended with data types.

For each real scenario, we instantiate from the predefined state machines the proper ones for each

scenario. The first scenario shows the correct functioning of the architecture, and it is about how

it reacts in case of a fire (for example) and the second is about security.

The first scenario: here, we will check a general case, where a fire is in a smart room, and

we will look to the reaction of sensors, then we exploit collected information submitted to server

and smartphones, and also retrieved data from database. The scenario is unfolded as follows.
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1. We turn on all smart room device, and we make both the server, database, and actuator

subscribe in the Broker to receive the acknowledgment messages from it. Then, we make

the Smart-phone authenticate to the server in order to exchange the messages between them

(client-server).

2. We increase a parameter that represents the degree of smoke, and when it is greater than

or equal to a threshold already defined, the condition which identifies that there is a fire is

verified, then the sensor goes to the transmission state after sending a message to Broker.

3. When the Broker receive the message, it sends values to database to store current changes,

and it sends to the server if the last two machines are subscribe in Broker, else the transmis-

sion process will be stopped.

4. When the server receive the message, it discover its type (Broker message), it reacts with the

new value and it delivers a signal command to the Broker. As the smart-phone authenticate

to the server, the server can send an encrypted alert message to it.

5. Broker passes the command to the specified actuator according to the topic, and as a result,

it will be in the action state.

6. At this point, we test the ability of the smart-phone to access and retrieve the stored values

from the database, as also the user wants to see the history events recorded within a period

of time. So the Smart-phones send an encrypted select command to the Server.

7. The server checks the command and the authentication of the Smart-phone, if they are true

it receives the command and delivers it to the database in the form of SQL command, else

it stops the transmission process.

8. When the database receives command, it detects its type (select command), then it sends

the data to the server without changing the stored data.

9. The server receives the database request, then it sends to the smart-phone the encrypted

request that allows the smart-phone application displays the message after decryption.

10. Then, the smart-phone wants to update the data in the database. To do that, the smart-phone

sends the encrypted message to the server if it is authenticated.
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11. The server receives the command and identifies its type of command. Then it decrypts the

message and delivers the SQL command to the database.

12. The Database detects the update command and resends the data to the server with changing

of data stored in the Database.

13. The server receives Database request, then it delivers to the Smart-phone his encrypted

message to inform the user of access the operation, The Smart-phone decrypts and displays

the message.

The second scenario: This part checks the exactitude two security concepts ( see the figure

3.3).we check the confidentiality of information published by the broker and the subscribe objects

(server in this case).

FIGURE 3.3: The simulation of the security concept.

1. Turn on all smart room devices, we make the smart-phone authenticates into the server,

and for the subscription in the broker we only subscribe both the database and the actuator

(without server).

2. We increase a smoke parameter to move the sensor detection state then publication state.

3. The broker sends the received information only to the database.

4. The server cannot receive the information from the broker, because it has not subscription

in the broker.
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From this experiment results, we observe that the states machine work very well, together

and in communication. All scenarios progress without deadlock and with a correct behavior. We

conclude that all state machines form a correct and complete system, they execute without errors,

and easy to deploy.

3.5 Smart Building Case

For a better living quality, the smart spaces paradigm aims at constructing advanced service in-

frastructures that follow the ubiquitous computing approaches where smart objects are executed

on a variety of digital devices and services are constructed as interaction of agents in a communi-

cation environment [158]. Recent advances in intelligent computer systems and communications

have created the necessary conditions for the networking of a wide variety of heterogeneous de-

vices. This led to the integration of short-range mobile transceivers into everyday life objects and

has enabled new forms of communication between objects and even between people and objects.

The concept of smart devices, i.e. the inclusion of software, identifiers and networking to devices

typically not computerized, led to the “Internet of Things” (IoT) [176]. The main feature of this

technology is the integration of heterogeneous and action elements (actuators) in a distributed sys-

tem which performs different actions based on the information gathered by the sensors combined

with the requirements of the particular application [159].

The inside environment has several factors that can affect it or the life of inhabitants or both

at the same time (temperature, humidity, noise, light, etc). Nowadays different numerical models

are available to describe the vapor balance of transient water in a room and predict indoor hu-

midity. A typical room moisture balance includes water vapour production by moisture sources

(humans, plants,. . . ), convective water vapour transfer with ventilation air, and water vapour ex-

change with the building fabric and furniture.The water vapour exchange between room air and

surrounding materials (walls and furniture) is governed by three physical processes: the transfer

of water vapour between the air and the material surface, the moisture transfer within the material

and the moisture storage within the material. The existing models mainly differ in the way this

last part of the moisture balance is described [160]. In general, sensors communicate directly

with the home gateway and feed the system information with regards to the obtained environment
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measures, for example light intensity inside a particular room, temperature inside and outside the

home and motion sensing to name a few [161].

In this chapter, we propose a smart living framework by modeling the different components

needed for an indoor environment and developing a trustworthy architecture that ensure the well

functioning correctness of such system, and also its configuration and control. First, we rely on the

existing limitations and the requirements for a home that can affect the inhabitant like humidity

which causes corrosion coating of the wall and household furniture, the appearance of molds and

bacteria, the temperature also has to be regulated in the home according to the outside climate,

loud noise especially at night, the handicapped can not open the doors of the room, natural and

artificial phenomena such as the earthquake and fire that threatens the life of the human. The

proposed solutions consider all indoor issues, implement sensors for each measure, collect data in

real time and make reactions to prevent risks.

The proposed framework is a web service based solution where sensitive nodes are indoor

planted and their measures change in real time. The architecture proposed for the framework con-

siders different classes of nodes. A database node containing the collected data by sensors, a server

node that ensures the communication and the reliability between nodes, and reacts when necessary

by sending the appropriate control commands; the actuator node executes the received commands

from the server and/or external actors who can extract or edit home data. The architecture uses

MQTT protocol [162] to ensure a reliable communication between the predefined internal nodes.

Further, the architecture implements a precise constraints and requirements for the communication

and during executing actions. Otherwise, the nodes do not respecting certain conditions are con-

sidered as unacceptable nodes. Finally we ensure the functional correctness of the nodes and their

secure communication by simulation and verification in Uppaal tool [163]. The results show that

the proposed framework is a deadlock free, secure, and respecting the indoor living requirements.

Figure 4.1 illustrates the steps to how construct a secure smart building/home system and

analyze it. The system’s architecture is composed from a set of nodes, security constraints and

management mechanism, and the communication protocols. The nodes are active/passive objects

to collect the needed environment measures. The communication protocols ensure how well the

connection between nodes is established and the measured data are packed and encrypted. The

security management mechanism reinforces the architecture in order to create a protected system.



3.5. Smart Building Case 53

FIGURE 3.4: A Security and Analysis Framework for Smart Homes and
Buildings.

It develops a set of security rules including the authentication and identification of nodes, the con-

trol access, and how to keep the availability of services. The analysis step enables the verification

of the accuracy of the implemented architecture with respect to the security rules. Finally, the

results show the different scenarios, traces, or errors that might affect the security and the well

functioning of the architecture in order to decide or not its deployment.

3.5.1 Smart object

A smart object (SoT∈ SoT) is identified by a set of dynamic and static attributes (T). The dynamic

attributes are classified into two categories: data (di of type real) and flags (fi of type Boolean).

In the following, we cite the most used static attributes that describe the physicality and the tech-

nicality of an SoT.

• The identifier (id ∈ ID): is the unique reference to SoT, in our case id is IPv6 [164].

• The connectivity ( COn ∈ T) describes when devices have extensions to connect to each

other [165].

• The battery life ( BLi ∈ T): represents the longevity of a battery [166].
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• Powered by electricity ( PEl ∈ T): when SoT can be plugged with an electricity line.

• Data security ( DSe ∈ T) informs about the ability to encrypt informations stored or sent

[167].

• Small size ( SSi ∈ T): describes the volume of SoT.

• High product quality ( HPr ∈ T) indicates the possibility to increase the service life and to

reduce the cost of maintenance.

• Constrained device ( CDe∈ T) describes if a cheaper device can cover a specific space[168].

• Price ( PRi ∈ T) helps in the budget management[169].

• Service availability ( SAv ∈ T) to check if the device works continuously or not [170].

• Minimum error ( MEr ∈ T) increases the quality of service [171].

• Easy to maintain ( EMa ∈ T) is to reduce time, effort and the cost of maintenance.

• Required a low connection rate ( RLo ∈ T): to stay connected in the worst case [172].

• Interoperability of nodes ( INo ∈ T) defines the technologies supported by the node [173].

The behavior of an object is the effect of the executed actions (Σ) that allows it to transfer

from its current state Si (the evaluation of dynamic attributes) to another one S j. The following

lists the set of possible actions.

• turnOn/turnOff to turn on/off the smart object [174].

• send/receive to send/receive data to/from another IoT node [175].

• collectData to collect the received information [175].

• applyAction apply an action after getting command [175].

• encrypt/decrypt to encrypt/decrypt a message.

• authenticate grants the possibility to send data.
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We define in Definition 3.5.1 a smart node that can be a sensor, actuator, broker, database, server,

or smartphone.

[Smart node] A smart object SoT ∈ SoT is a tuple ⟨ID,Att,Σ,B⟩ where:

1. ID is a finite set identifiers idi ∈ ID{Oi, i ∈ N where id∅ ∈ id is an empty object.

2. Att : ID→ 2T is a function that assigns for each object a sequence of attributes.

3. Σ is the set of possible actions for an objects,

4. Beh : ID→ B returns the expression that precises the behavior of an object in the dominant

case where : B ::= Start.actions+g actions.End where actions = α|α .actions such as

α ∈ Σ and +g is a deterministic choice with respect to a guard g.

[Smart object] Based on Definition 3.3.2, the semantics of a general sensor is the state ma-

chine depicted in Figure 3.5 where states s0, s1, s2, s3 stand respectively for Is_On, detection,

declaration, Is_O f f . The attributes values specifying a state change regarding the executed ac-

tion. The actions α1, α2, α3, α4, and α5 represent respectively turn_on, detect , send,turn_off, and

initialize.The dynamic attributes (d and f) of a sensor are: d1 evaluates the energy, d2 measures

other properties (smoke, noise, temperature,...), f1: detection, f2: availability, f3: alerte_msg.

Each state is presented by the following predicates where Max_Val is the maximum for the mea-

sure related to the smart object.

1. Js0K = (d1 > 0)∧ (d2 < Max_Val)∧ (¬f1)∧ (f2)∧ (¬f3)

2. Js1K = (d1 > 0)∧ (d2 >= Max_Val)∧ (f1)∧ (f2)∧ (¬f3)

3. Js2K = (d1 > 0)∧ (d2 >= Max_Val)∧ (f1)∧ (f2)∧ (f3)

4. Js3K = (d1 = 0)∧ (d2 = 0)∧ (¬f1)∧ (¬f2)∧ (¬f3)

3.5.2 Smart environment

We define a smart environment sEnv as a structured physical infrastructure, building or home, that

carries smart nodes. sEnv is composed of at least two smart rooms/locations disjointed by sepa-

rators like walls, doors, and windows. To collect information and sensitive data, smart nodes are
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FIGURE 3.5: The state machine of a sensor.

connected with a precise architecture mechanism that helps them to communicate easily through

a dedicated protocols.

[Smart Environment]

A smart environment sEnv is a tuple of ⟨E,L,SoT,pl,dl⟩, where:

1. E is the environment name/id,

2. L ={R1, ...,Ri, ...,Rn|i,n ∈N } is the set of locations/rooms (Ri) composing E,

3. SoT = { SoT1, ...,SoTm|m ∈ N} is the set of smart nodes in E,

4. PL = { pl1, ..., pln|n ∈N} is the set of physical structure that defines E,

5. DL = { dl1, ...,dln|n ∈N} is the set of logical architecture that connects SoT.

Figures 4.2 and Figure 4.3 show respectively an abstraction of the physical structure of E and

the logical architecture between nodes in E.

E

Ri R j
<PL>

FIGURE 3.6: The physical structure of E.



3.5. Smart Building Case 57

Ri

SoT1 SoTm

<DL>

R j

SoT1 SoTm

<DL><DL>

FIGURE 3.7: A Logical/Digital structure in E.

FIGURE 3.8: The architecture of Smart Home
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3.5.3 Architecture

The architecture is grouped into five main levels depicted in Figure 3.8:

The first is the most important because it contains sensors that capture the state of smart home pe-

riodically then they report if there is a contradictory case (fire, humidity, high temperature, ...), the

analysis devices as the database, web server and broker save or process the signals of the sensors

then give the actuators the commands to do the necessary actions.

The second level is the set of objects referenced by an IP address linked with the router by a

network wire; they can access the internet connection. The third level is IP objects use wireless

technology like Wi-Fi, Bluetooth, 4G...

The fourth level has processing devices like router, firewall and switch, they are used to make an

interconnection between smart home objects and they are like a point between the outdoor and

indoor smart home.

The fifth level is the set of APIs and devices outside smart home that can access the smart home

interior objects.

3.5.4 Communication

In this part we will present some protocols that can be used in the proposed framework that deals

with architecture as the one showed in Figure 3.9. Herein we present the adopted protocols by the

framework.

MQTT

It is a machine-to-machine connectivity protocol designed as an extremely lightweight publish/-

subscribe messaging transport [177]. The operations of this protocol passes through steps shown

in Figure 3.9, where it is applied on Smart room, and it is the first level represented in the archi-

tecture.

1. A sensor collects information (temperature, fire, humidity, etc.) then it publishes the data

to the broker.
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2. The database subscribes into the Broker to store the information that can be study in future,

e.g. If a fire is repeated at a specific time, the protection will be strengthened at this time.

3. The web server subscribes into the Broker and receives the published sensors data. , the

server can be supported by algorithms that process the flow of data collected, e.g. in fire

case, it send an email to fire station, and inform user.

4. The web server, including smart applications, presents the appropriate command, and pulls

it into the MQTT Broker.

5. The actuators subscribe in the Broker then it receive and execute the commands.

6. The application retrieves or updates the database values.

7. External actors, through web and smart applications, communicate securely with web server.

FIGURE 3.9: Operation protocol MQTT in architecture.

ONVIF

It is used to establish a communication between the network camera and a point outside the build-

ing in order to monitor its status in real time.
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Http

People authenticated in the web server can access through an API that uses this protocol to view

or edit information about the building.

VoIP

Phones equipped with a network card can make calls using this protocol.

Ethernet

It is a data link layer protocol in the Open Systems Interconnection (OSI) model that allows objects

affiliated with the same LAN to interchange data.

3.5.5 Security

The digital environment always at risk, for this we rely on the security side in our approach to

avoid information theft, data interception or disservice. We consider the following five concepts

in order to stop or decrease threats.

• Confidentiality: ensure that each data access only by objects (people, devices) that we de-

fine them through encrypting data with a strong encryption method. Ignoring this principle

can cause a destruction of information.

• Authentication: Some smart home objects (such as the server) request objects that want to

access it to define its identification in order to prevent unauthorized access.

• Data Integrity: Man in the middle [178] can intercept the flow of data between IoT objects,

change it then send it back to the receiver. So we use some mechanisms like hashing [179]

(MD5 and SHA-2) and electronic signatures [180] to control if the message is changed or

no.

• Access control: Smart home objects with their security levels allow functions according to

a predefined authorization and prevention rules. The architecture supports firewalls [181]

at the gateway level that manage the input and output packets. Further, for security policies
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we are interested in access control mechanisms [182] (RBAC) and adapting the router by

an access control list ACL [183].

• Non-repudiation: Since IoT objects always in contact it is important to check the legiti-

macy of the sender and the receiver. The most able method to realize that is the electronic

certificate [184].

3.6 Experimental Results

To test the accuracy of the proposed, we built it within the validation and verification tool Uppaal,

by integrating the machine states of smart objects and create the smart home architecture where

the smart home objects (composition of states machines) react. The logic behind this composition

ensures that the proposed framework does not oppose the requirements. First we ensure through

simulation then verification. The simulation is partitioned in four phases, the first tests the oper-

ations of MQTT protocol, the second tests the connectivity with a external point, the third tests

for exceptional cases where IoT devices can not connect to each other and finally we verify the

satisfaction of the security rules that we must respect in the proposed system.

3.6.1 MQTT protocol test

We test the MQTT protocol via a scenario simulates the case of fire in smart home, the first

scenario steps are presented in the Figure 3.10, our system function without deadlock.

3.6.2 Connection with distant points

The distant smart home users use IoT nodes to access smart home objects via the internet connec-

tion. In this point we will study two examples, the first is a user that accesses by his smartphone

to the smart home server in order to extract data from the database, and the second is a web API

accesses to a Webcam Home, system operation does not give errors.
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FIGURE 3.10: MQTT Simulation Scenario.

3.6.3 Exceptional cases:

The nature of these tests simulates contradictory cases that affect the exchange of messages, in

this test we check the operation of system with three cases contradictory with the natural opera-

tion(Webcam not linked, Firewall prevents webcam contact and The API does not authenticate the

webcam), the resulat was that the test procedure is not finished.

3.6.4 Security rules verification

Uppaal has a language called ’query language’ which allows to edit rules after the construction

of states machines of the objects to test the accuracy of these objects. The language is written

according to specific norms and symbols.To verify the security rules, we express the query lan-

guage to check these goals Confidentiality, Authentication, Data Integrity, Access control and

Non-repudiation. The verification results show that all the security rules are checked and satisfied.

3.7 Smart City Case

Cyber-Physical Systems (CPS) are combination of computation with physical processes. Embed-

ded computers and networks control the physical processes, usually with feedback loops where
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physical processes affect computations and vice versa. It has many application domains including

transportation, healthcare, industry, buildings, and cities [185].

A smart city may be a well-defined geographical area during which information and commu-

nication technology, logistics, and energy production can cooperate to get benefits to residents

regarding comfort, tolerance and participation, environmental quality, and smart development. It

is controlled by a well-defined subjects that provide the city government with a set of rules and

policies (Figure 3.11) through analysing the different parameters using IoT devices such as sensors

[186].

UNESCO5 stated that through innovative urban systems, smart cities play an important role

in socio-economic development while improving people’s lives [1]. Also, UNECE 6 asserted that

a smart sustainable city is an innovative city based on ICTs (Information and Communication

Technologies) and other technologies to optimize quality of life, the efficiency of urban operation

and services, and competitiveness [2]. A smart city [3–5] is defined as a wide area occupied by

citizens, and divided into many smart components such as smart buildings, smart ICTs, smart

transportation, smart health, smart grids, and other services. It supports a hierarchical network

model, where the data captured can be published, stored, and analyzed [6].

In an IoT model, objects will make the smart city as a single interconnected network. Infor-

mation and communication systems will be integrated within the smart city, in addition to a large

distribution of Radio Frequency IDentification (RFID) and sensors technologies. This results in

huge amounts of data, which must be stored, processed and presented in a smooth and reliable

manner. The model will consist of services where commodities are provided in a traditional way

[187].

Internet of things (IoT) is a network that combines physical components as sensors, smart-

phones, servers, etc, with the ICTs to sense in real-time the environment’s measures, process the

collected data, remotely control and make decisions, etc. The IoT network is characterized by low

cost, large coverage, high secure level, scalability, and low latency. However, IoT is used in diverse

applications domains like modern cities, industrial, home appliances, healthcare, transportation,

sensors development, emergency, and other cases. It adopts some communication protocols and in-

formation sensing equipment to achieve smart deployment, controlling, and monitoring resources

5United Nations Educational, Scientific and Cultural Organization.
6United Nations Economic Commission for Europe.
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FIGURE 3.11: Smart city comprehensive schema [186].

in real-time [188] while respecting the security standards and measures [189]. For a reliable net-

work, the data flow traffic is distinguished by the automated process, where the analysis level treats

the received data from the sensors and makes the decisions through machine learning-based sup-

ports. However, the adopted technologies should be “secure, flexible, extensible, and sustainable”

[190]. Further, the used protocols in smart cities are different.while IoT devices are featured by

the low memory and low processing of data.

Many challenges are facing smart cities such as safety, security, energy, coverage, etc. For

example, the energy consumption is estimated to be increased by 32% [191]. Hence, the lifetime

of a building network relies on the quantity of energy provided to the smart appliances, the char-

acteristics of the object that may cause high consummation, the used communication protocols,

and the number of operations applied in the network. Also, the increasing demands for internet

services cause the high latency, which impose us to integrate technologies of higher band-width to
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achieve higher data transfer. In addition, cyber risks are a big problem in the IoT paradigm since

the cyber security standards do not cover precisely sensors and objects, and therefore it is difficult

to monitor the corporations that provide IoT services [192].

However with any system, before deploying a concrete smart city, it is necessary to design its

components and their relations, as well as ensure their functional correctness. Farther, such design

dedicated to a smart city should achieve its main requirements, especially: safety, low energy

consumption, low latency, network interconnectivity, and scalability. This chapter develops a

framework to ensure the good development of a more secure and reliable smart city by:

1. Designing a secure and robust Smart City Model (SCM) that can be integrated within the

building information model (BIM).

2. Developing a formalism dedicated to smart cities by enclosing their different digital and

physical components. It includes also their connection supports and adopted communica-

tion protocols.

3. Proposing an hybrid approach that is based on formal methods and network analysis to

analyze the correctness of the designed SCM.

4. Enhancing the security level of SCM by proposing a set of access control policies and a

dedicated algorithm to protect objects from unauthorized access.

5. Proposing the use of temporal logic formalism to express SCM requirements.

6. Using the Cooja simulator to check the connectivity and energy consumption in SCM, the

Uppaal model checker to verify the correctness of SCM and how well the security access

policies are respected.

This section covers the proposed framework to create a realizable smart city model. As de-

picted by Figure 4.1, it starts by creating the smart city model that includes both Physical Models

(PM) and Digital Models (DM), where both models contain ingredients that are detailed textually

and formally. The analysis step checks, then it validates how well SCM models are functionally

correct through verification and simulation techniques. This step considers the developed SCM

models as a network of Timed Automata (TA) and expresses the SCM requirements as TCTL 7

7Timed Computation Tree Logic
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formula [193]. Hence, the Uppaal model checker is used to check if the requirements are satisfied,

or not. Consequently, the Cooja network simulator previews if WSNs achieve a low consumma-

tion of energy with high coverage of the area of interest. If the outputs obtained from this step

declare errors, it is necessary to return to the previous step in order to rebuild the SCM, else the

verified model has the ability to be deployed in the BIM and the area of interest.

Physical Model PM

⋄ Nodes

⋄ Buildings
Obstacles

⋄
Communication
Links

Digital Model DM

⋄
Communication
protocols

⋄ Services

⋄ Security
policies

Smart City Model

⋄ Integration
of the
models

⋄
compatibility

Analysis

⋄ Verification
& validation
tool

⋄ Network
simulator

⋄ Study the
results
(satisfied,
errors)

Deployment

⋄
Deployment

⋄ Coverage

⋄ Cost

Including

Including

Input

If[Result==Error]

Rebuild
If[Result==Correct]

Output

Legend

Step
Composed of

State / Action

[C1, ..,Cn] Conditions

FIGURE 3.12: The methodology to construct SCM.

3.7.1 Smart City Model

Our proposed SCM architecture is divided into three levels (see Figure 3.13). The third level is

dedicated to processing and storage services by including different resources such as the servers

and calculators with software to receive, process, and share data (e.g., a server receives and pro-

cesses the temperature measures that are captured by sensors, then gives the appropriate control

commands). Since this level deals with sensitive data, we isolate it through three cloud services:

Saas (Software as a service), Paas (Platform as a service), and Iaas (Infrastructure as a service)

[194]. Physically, there is a long distance between the first and the third level components, e.g.

when the request is forwarded from the third level devices to the cloud computing server. The
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transmission will have a high latency, which is one of the basic requirements in IoT systems. To

resolve the latency issue, we add fog computing [195] to the third level that is located close to

the lower levels. Thus, the “most used services” are installed in the fog whereas the "less-used

services" are in the cloud. In addition, in order to serve the first level requests, a set of servers are

equipped in this level e.g., Web servers, FTP, Mail, etc.

 

• Computing.

• Recording.

• Word Wide 
Web.

Level 3:

Processing &   
storage 

• Providing 
internet.

• Connectivity.

Level 2:

Communication

• Monitoring

• Execution.

• Navigation.

Level 1:

Sensing & Action 

Constrained devices Unconstrained devices 

FIGURE 3.13: Smart City Architecture.

The second level (Communication) is a collection of internet stations and providers to link

the other levels. It includes ISP (Internet service provider), 5G Mobile Broadband Providers, and

Satellite Internet Providers. The quality of services is related to the type of internet providers, so,

the differences among them are due to the differences in the variables: latency, coast, coverage, se-

curity, etc. For example, 5G technology is a fast-wireless communication, ADSL is more reliable,

satellites provide coverage in the worst places.

The first level (Sensingand Action) is the indoor sub-architecture secured by hardware and

software tools. The firewall is a necessary device to filter the input/output data and to construct

sub-architecture as the Demilitarized Zone (DMZ)[196]. The Intrusion Detection System (IDS)
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[197] or Intrusion Prevention System (IPS) [198] are installed to detect and prevent BIM’s intru-

sions. It contains unconstrained devices 8, that are responsible to monitor and request data (like

computers and smartphones) through different protocols: HTTP, FTP, SMTP, POP,and others. Fur-

ther, this level has constrained devices 9, especially sensors to monitor and share the conflicting

changes in the environment (such as temperature, movements, noises, fire, etc.). We classify two

types of sensors, wired sensors and Wireless Sensors Network (WSNs). The latter are the most

important since they are mobile and support many IoT communications protocols like (Zig-bee,

Bluetooth low energy, IEEE 802.15.4e, RPL, etc.). In addition, the actuators are objects that re-

ceive the commends and execute the appropriate actions (like turn on the air conditioner, open the

door, etc.)

We consider an SCM as an association that brings together both the digital and physical mod-

els (Figure 3.14).

Smart City
Model (SCM)

Physical
Model (PM)

Digital
Model (DM)

Nodes

Communication
Links

Buildings Obstacles

Communications
protocols

Services

Security policies

FIGURE 3.14: Smart City Model.

3.7.1.1 The Physical Model (PM)

PM is a set of hard components that visually construct the concrete building/city, and it includes:

8Devices that are characterized by large memory and processing capacities.
9Devices, that are characterized by low memory and processing capacities.
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Nodes.

They are a set of sensing, application, processing, routing, and storing appliances such as sen-

sors [199], actuators [200], servers [201], routers[202], and data center [203]. We define a Node

by the tuple ⟨attr,action,State,Behavior⟩, where: attr is a set of static and dynamic attributes

evaluated by the value val. The "static" attributes are fixed while a node is running, e.g. the

size of an object, memory capacity, etc. The dynamic ones change when a node executes its

proper actions, e.g, the battery degree, availability (On/Off), etc. The evaluation of attr by val

can be real or boolean. action is the functions that take a set of parameters IN ⊆ attr as input to

evaluate the node attributes "attr". Its execution produces the changes in the output parameters:

OUT ⊆ attr, action : attr→ attr where action(INi, ..., INn) = {OUTj, . . . ,OUTm : i,n, j,m ∈N}.

A given Node can execute during during its life cycle (see Figure 3.15) the following actions:

Turn_on(), Turn_o f f (), Send(), Receive(msg), Store(in f o1, .., in f on), Process(in f o1, .., in f on),

Charge_power(), and Consume_energy().

A Statei ∈ State defines the status of the Node when an action is applied and characterized

by the evaluation of its proper attributes given by Statei = (attr1 = val1)∧ . . .∧ (attrn = valn).

Furthermore, Behavior of a Node is a timed automata showing the changes of its "state", where :

Behavior = State×action×State.

Example 3.16 shows the timed automata of the fire sensor node. In the on state, it measures

the conflicting changes (degree of the smoke) in the air. If this measurement exceeds a predefined

threshold parameter, the sensor sends an alert message to the receiver Node. The sensor will be

out of order if it is turned o f f . This action includes the process of turning off or running out of

power in the battery.

Connection links

They are the wire or wireless links that relate nodes through their ports. connection = ⟨N,L⟩ is

a direct graph (see. Figure 3.17), where: N is a set of Nodes, and L is the set of Links relating

Nodes, given by L ⊆ {(x,y)|(x,y) ∈ N× (N)and x ̸= y}, the pair (x,y) indicates that the Node x

has the ability to send a message to the Node y.
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FIGURE 3.15: Cycle life of Node.
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Building obstacles

They are a set of barriers, called "Obstacles", which construct the smart city form such as the

buildings, roads, markets, homes, etc. The Obstacles have a negative impact on the propagation of

the signal in the air, taking into account its type "γ" (wall, wood, glass, etc.), thickness "τ", number

ω , and the distance "α" between the two points (transmitter and receiver). The following path-

loss models PL [path-loss] shows how to calculate the value of the signal through the previously

mentioned variables

PL=PL0 + 10nlog(α)+∑
ω
i=1 PL(γ ,τ)i

(3.1)

Where, PL0 is the path loss over a distance of one meter, and n is the path-loss exponent that

indicates how fast the path loss increases with distance.

3.7.1.2 The Digital Model (DM)

DM is a collection of digital components and rules to guarantee the functional correctness of ICTs.

The proposed DM covers the adopted protocols, services, and security protocols.

Communications protocols

The IoT communication requirements like the low consummation energy, the reliable connectivity,

and the security level are related to the selected communications protocols. For each layer, we

adopt the appropriate protocol regarding IoT networks requirement as follows.

Data link layer

• IEEE 802.15.4e is suitable for low power communication. It uses time synchronization

and channel hopping to enable high reliability, low cost, and meet IoT communications

requirements.

• IEEE 802.11 known as WiFi, where, the original version is the IEEE 802.11 wireless

medium access standard. Generally, WiFi does not support IoT devices due to it needs to

large power consumption. Its version sister IEEE 802.11 AH treats power consummation
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problem by increasing the sleep time period. It is suitable for constrained devices having a

small memory and low processing by defining a short MAC frame of 12 bytes.

• WirelessHART runs on the top of IEEE 802.15.4 PHY and chooses Time Division Multiple

Access (TDMA) in its MAC. It is reliable and secure for small devices supporting security

mechanisms for end-to-end, per-hop, or peer-to-peer networks, and, it encrypts messages

with advanced encryption.

• Z-Wave is a low-energy protocol and suitable for smart structures with communication of

about 30 meters. It is used to communicate short messages like controlling temperature,

humidity, light, etc.

• Bluetooth Low Energy consumes less power than the classic Bluetooth protocol, while its

latency can reach 15 times more than the initial one.

• Zigbee Smart Energy is suitable for a large range of IoT devices like remote controls and

healthcare systems. ZigBee supports the constrained devices and symmetric-key exchange,

and it is more scalable by using stochastic address assignment.

• LoRaWAN is to reduce the consummation of IoT device energy. It is characterized by the

low cost, secure, mobile, and bi-directional communication for IoT applications.

Network Layer

• Routing Protocol for Low-Power and Lossy Networks (RPL) supports different data link

protocols such as IEEE 802.15.4, Bluetooth, Low Power WiFi, etc. It creates Destination

Oriented Directed Acyclic Graph (DODAG).

• IPv6 over Low power Wireless Personal Area Network (6LoWPAN) encapsulates IPv6

long headers in IEEE802.15.4 small packets, which cannot exceed 128 bytes. It supports

different length addresses, low bandwidth, low cost, different topologies, mobility, scalable

networks, unreliability and long sleep time.

• IPv6 over Bluetooth Low Energy supports a short-range wireless communication technol-

ogy that aims at ultra-low power. It is suitable for sensors transmitting data infrequently or

peripherals using asynchronous communication.
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Table 3.2 compares the mentioned protocols in terms of architecture, message size, security

and IP address used.

Criteria RPL 6LoWPAN IPv6 over Bluetooth Low
Energy

Architecture
and net-
work

DODAG Wireless personal area
network (WPAN)

Master / Slave architecture

Message
size

5 bytes of compressed IPv6.
4 bytes for ICMP Type. 24
bytes for DIO Base Object.
16 bytes for DODAG Con-
figuration Option

128-byte maximum
frame length in
IEEE802.15.4

The Logical Link Control
and Adaptation Protocol
(L2CAP) sublayer in Blue-
tooth already provides
segmentation and reassembly
of larger payloads into 27
byte L2CAP packets

Security RPL network admits three
possible security modes:
unsecured, preinstalled,
and authenticated. Recent
implementations aim to se-
curely connect constrained
nodes (as IPsec, DTLS, and
IEEE 802.15.4 link-layer
security)

Depends on the 802.15.4
security sub-layer (by
adding both a Message
Integrity Code (MIC)
and a frame counter to
each frame).

Using the Cipher Block
Chaining-Message Au-
thentication Code (CCM)
algorithm and a 128-bit AES
block cipher. 4-byte Message
Integrity Check (MIC) is
included in the Bluetooth
LE packets. Encryption is
applied to the PDU payload
and MIC fields.

IP address IPv6 IPv6 IPv6
TABLE 3.2: Comparison between the network layer protocols.

Application Layer

• Message Queue Telemetry Transport (MQTT) is based on a Publish/Subscribe architecture

that is composed from three devices: publisher, broker, and the subscriber. The broker is

implemented by the set of topics which have an hierarchical form that is divided into multi-

level (e.g: Building/room_1/temperature), the subscribers relate these topics, the publisher

as the sensors puts its collected information at one topic in the broker. Then, the broker

forwards messages to the nodes subscribed in the same topic.

Its quality of service is covered of three classes: the publisher sends one message and

the broker has nothing to do with the acknowledgement of receipt (QoS 0), the publisher

re-sends the same data until it receives an acknowledgement message from the subscriber

(QoS 1), the acknowledgement process between the sender and the receiver is applied at two

levels (QoS 2). MQTT is prepared to be an open source, lightweight, simple and easy to

implement, also it supports all platforms and a diverse of popular programming languages.
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The sequence diagram in Figure 3.18 illustrates the connection link of, the example of a

fire case, three main Nodes communication through the MQTT protocol: Sensor (senses a

measurement as a smoke degree), Broker (subscribe the Nodes, receive the messages from

the Nodes published and send the commands to the Nodes subscribed) and Actuator that

executes an action (spray the water).
 

 

Sensor Broker Actuator 

  Sense () 

Subscribe (topic= block/fire) 

Add_Subscription () 

Send (Smoke) [Smoke>=Threshold] 
alt 

alt 

[topic==block/fire] Send_Commend () 

Spray_water() 

FIGURE 3.18: The sequence diagram of the MQTT protocol.

• The Constrained Application Protocol (CoAP) runs in REST architecture (client/server).

The sent message from the client to the server is one of the four RESFful methods (GET,

PUT, PUSH and DELETE). It is featured by the low energy consummation, secure by the

DTLS protocols [204] that encrypts the data flow, and high latency based on UDP protocol.

This protocol has low bandwidth with a loss of information. The end-to-end communication

used by this protocol consists of two kind of messages: Confirmable and Non-Confirmable

messages. The first is a request sent from the client to the server and requires an acknowl-

edgement from the server, when the server receives this message, it responses by the mes-

sage ACK, else, it sends rest message (RST) 3.19(a). The Non-Confirmable message does

not need an acknowledge by the server 3.19(b). We note that, the Confirmable messages

are a critical information whereas the Non-Confirmable can be a measured information

published from the sensors to the server.
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message does not need an acknowledge by the server 9. We note that, the Con-

firmable messages are a critical information whereas the Non-Confirmable can395

be a measured information published from the sensors to the server.

Client Server

CON(ID:0x1423)

ACK

(a) Reception message case.

Client Server

CON(ID:0x1423)

RST

(b) Loss message case.

Figure 8: Confirmable messages in CoAP.

Client Server

NON(ID:0x1051)

Figure 9: Non-Confirmable message in CoAP.

• The Advanced Message Queuing Protocol (AMQP) runs over TCP and based

on the publish/ subscribe architecture like MQTT architecture. The difference

between them is that, with AMQP, the broker is divided into two components:

exchange and queues. The exchange receives published messages from the pro-400

ducers and transmits them to queues which send them to the consumers. Four

methods are used to transform the message from the exchanges to the queues:

Direct, where, the exchange routes the message to the queues that have the

binding key equals the routing key of the message (Fig.10), Fan-out ,where ,the

exchange transmits the message to all the queues related with it without con-405

straints, Header ,where ,the message transmitted from the exchange has the pair

Key-Value to identify which queue can receive this message, Topic ,where ,the

19
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• The Advanced Message Queuing Protocol (AMQP) runs over TCP and based

on the publish/ subscribe architecture like MQTT architecture. The difference

between them is that, with AMQP, the broker is divided into two components:

exchange and queues. The exchange receives published messages from the pro-400

ducers and transmits them to queues which send them to the consumers. Four

methods are used to transform the message from the exchanges to the queues:

Direct, where, the exchange routes the message to the queues that have the

binding key equals the routing key of the message (Fig.10), Fan-out ,where ,the

exchange transmits the message to all the queues related with it without con-405

straints, Header ,where ,the message transmitted from the exchange has the pair

Key-Value to identify which queue can receive this message, Topic ,where ,the

19

(b) Non-Confirmable
Message.

FIGURE 3.19: CoAP processes.

• The Advanced Message Queuing Protocol (AMQP) runs over TCP and based on the pub-

lish/ subscribe architecture. The broker is divided into two components: exchange and

queues. The exchange receives published messages from the producers and transmits them

to queues which send them to the consumers. Four methods are used to transform the mes-

sage from the exchanges to the queues. Direct, where, the exchange routes the message

to the queues that have the binding key equals the routing key of the message (Fig.3.20).

Fan-out, where ,the exchange transmits the message to all the queues related with it without

constraints. Header, where the message transmitted from the exchange has the pair Key-

Value to identify which queue can receive this message. Topic is when the exchange sends

the massage to the queues if the queues patterns are identical with the routing key of the

message.

Producer Exchange Queue Consumer

alt
[routing_key=binding_key]

Subscribe (binding_key)
Send (msg, routing_key)

Route (msg, routing_key)

Route (msg, routing_key)

FIGURE 3.20: The operation of AMQP with Direct exchange method.

These messaging protocols differ on message size, power consummation, latency, QoS, secu-

rity level and the number of M2M usage [205]. CoAP has the lowest message size and overhead
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compared to MQTT and AMQP. CoAP protocol requires lower power and resources than the

MQTT and AMQP protocol. CoAP protocol offers lowest bandwidth and latency than the MQTT

and AMQP protocol. MQTT has the highest level of quality of services with the least interoper-

ability between them. AMQP provides the highest level security and additional services, while

MQTT supports the lowest level of security and additional services. MQTT is used by many

organisations but it does not remain a global standard.

Table 3.3 compares the discussed protocols in terms of architecture, abstraction, header size,

message size, communication methods, quality of service, security and communication port.

Criteria MQTT CoAP AMQP
Architecture Client/Broker Client/Server or

Client/Broker
Client/Broker or
Client/Server

Abstraction Publish/Subscribe Request/Response
or Publish/Sub-
scribe

Publish/Subscribe
or Request/Re-
sponse

Header Size 2 Byte 4 Byte 8 Byte
Message Size Small and Unde-

fined (up to 256
MB maximum
size)

Small and Un-
defined (normally
small to fit in sin-
gle IP datagram)

Negotiable and
Undefined

Semantics/
Methods

Connect, Dis-
connect, Publish,
Subscribe, Un-
subscribe, Close

Get, Post, Put,
Delete

Consume, De-
liver, Publish,
Get, Select, Ack,
Delete, Nack,
Recover, Reject,
Open, Close

Quality of Ser-
vice (QoS)/ Reli-
ability

QoS 0 - At most
once (Fire-and-
Forget),
QoS 1 - At least
once,
QoS 2 - Exactly
once

Confirmable
Message (sim-
ilar to At most
once) or Non-
confirmable
Message (similar
to At least once)

Settle Format
(similar to At
most once) or
Unsettle Format
(similar to At
least once)

Security TLS/SSL DTLS, IPSec TLS/SSL, IPSec,
SASL

Default Port 1883/ 8883 (TL-
S/SSL)

5683 (UDP Port)/
5684 (DLTS)

5671 (TLS/SSL),
5672

TABLE 3.3: Comparison between the session layer protocols [205].

As example, the sequence diagram in Figure 3.21 illustrates the behavior of the IoT appliances
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that communicate with the session layer protocols, MQTT in particular. We propose a fire scenario

in a smart building equipped by a fire sensor and the actuators to extinguish the fire by spray water.

The MQTT broker processes the received message from the fire sensor, then, it sends a command

to the actuator to put the fire out, as well as, it sends an alert message to the fire service.

FIGURE 3.21: Fire example in the smart city.

3.7.1.3 Services

The management of a smart city platform needs several decisions to be taken in real-time to im-

prove its QoS. The proposed framework develops the following services.

Security

• Secure sub-architecture: The internal sub-architecture is installed inside the building like

the DMZ, the Virtual Local Area Network (VLAN) [206]; while the external sub-architecture

is an outdoor network where the routing is based on IP addresses. It links the varieties of

internal sub-architecture in one root like the cloud and the fog computing to analyze, store

the received data, and manage the IoT networks.
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• Secure components: Due to the threats that affect the communication network and operating

systems with a direct influence on the information integrity and the availability of services,

it has become necessary to distribute a set of protection tools, in all levels of the network.

The security components encrypt the transmitted data, make an Access Control Lists (ACL),

detect and prevent an intrusion. Among them we deploy firewall [207], VPN [208], IDS

[197], IPS [198], Proxy [209], Kerberos Servers [210], and anti-virus [211], etc.

Communication supports

It is an adoption of facilities and materials designed by a low latency, a large coverage area, protec-

tion, low-cost (energy consummation, deployment, maintenance cost, etc.). These requirements

are granted by considering the following technologies.

• 5G: It is widely used with portable devices, especially mobile phones, and this is due to

its high frequencies, which need small pickups to match it. This service solves two IoT

requirements: mobility and latency. This service is provided at the communication level of

the proposed architecture.

• Optical fiber: This technology is deployed to connect remote points with high flow. It

guarantees reliability and speed at the communication level of the architecture.

• Computing and storage layer: At the processing and storage level, it is configured to receive

and process high flows, as the quality of service is related to their capabilities (processing,

storage, protection, service presence, etc.).

Maintenance

The availability of services is one of the most important requirements in a smart city. In this

paper, we consider the life-time of IoT nodes and the good functioning of the system. To Avoiding

breakdown of the service, we monitor the availability of the IoT devices and analyze the periodic

reports in each sub-architecture. These actions allow the network to view the system functioning

and predict the IoT problems, e.g., SQL log files records the applied operations and the states of

the IoT devices. The file are analyzed by cloud applications as ApacheT M Hadoop and Apache

SparkT M [212].
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Security Policies

To reinforce security in SCM, we propose Access Control Models ACM as a set of rules and deci-

sions that categorize the responsibilities of the system components and attributes the authorization

or prevention access to the components or resources.

ACM is defined by the tuple M = ⟨ Sub jets, Nodes, Actions, Permissions, Security, Grant⟩,

where:

• Subjets is a finite set of subjects that can execute actions in SMC.

• Nodes are all physical and digital objects and resources defined by SMC.

• Actions are all actions that can be executed by Subjets and Nodes.

• Permissions= {Read_down,Write_up,Access} is a set of restrictions to be granted to the

set of subjects and nodes.

• Security:Sub jects∪Nodes→ Values is an assignment function that attributes a bounded

value representing the security level of a subject or an object.

• Grant:(Sub jects∪Nodes)×Actions× (Sub jects∪Nodes)→ 2Permissions is a function that

manages the execution of actions between nodes and subjects in SMC.

Algorithm 2 implements ACM in SCM where the set of permissions is defined as follows. In

addition, the ACM processes are shown in the Figure 3.22.

Access Write Up Read Down 
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FIGURE 3.22: ACM processes.

• read down allows the owner to access to the second node without updating its state. The

action can be applied if the subject has a security level smaller than the the security level of

the node.
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• Write up allows the first node to update the state of the second node (e.g: add, update or

delete information). The action can be applied if the subject has a security level greater than

the the security level of the node.

• access is provided only to the Admin of the network. This property sets the degree of the

security level of another Non−Admin or Node.

Algorithm 2: Access Control Management
/* Case -1-: Read Action */
if Action == Read then

// o: object, s: subject, ω is the security level of the admin.
if (s.security < o.security)Or(s.security == ω) then

return (true)
else

return ( f alse)
end

else
/* Case -2-: Write Action */
if Action ==Write then

if (s.security > o.security)Or(s.security == ω) then
return (true)

else
return ( f alse)

end
else

/* Case -3-: Access Action */
// n: is an object or subject, ι: new level inserted

if s.security == ω then
n.security = ι

return (true)
else

return ( f alse)
end

end
end

3.7.2 Smart City Analysis

To ensure the correctness and security of the proposed architecture, we rely on UPPAAL model

checker for the formal verification and Cooja networking analyzer for simulation.
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3.7.2.1 Formal Verification

Uppaal is suitable for our work, in addition to that it is distinguished by several advantages over

other model checkers, including:

1. UPPAAL is better for verifying real-time systems (Fig. 3.4) [213].

2. state description for the next location is regarded as an update for parameters in PROMELA,

which is not as obvious and specific as an update for parameters in UPPAAL and NuSMV

[213].

3. UPPAAL achieves the best performance for timed and non-timed models [214].

4. The results reveal that UPPAAL is more flexible in terms of usability and easiness compared

to PRISM [215].

5. Both translating to Promela and µCRL can be difficult under some circumstances, but trans-

lating to Uppaal on the other hand never gets really difficult in our case. These results tell

us that, at least concerning the turntable model, Uppaal is the best choice when selecting a

language based on the difficulty to translate into this language [216] (see table 3.5).

6. A summary of the experienced times when evaluating the property that for all possible exe-

cutions all the trains eventually complete their missions might still be a useful approximate

indication of the impact of a certain system design approach / formal verification technique

in terms of performance (Fig. 3.6) [217].

SPIN UPPAAL NuSMV
Safety established established established
No deadlock established established established
Activity established established established
Reachability established established established
Real-tirme cannot be described established cannot be described
Fault tolerance not established not established not established
Concurrency not established cannot be described not established

TABLE 3.4: Comparison of properties verification [213]

- 0: Impossible. Due to differences between the two modeling languages or the limitations

of the temporal logic it is impossible to do this.
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- 1: Difficult. the translation is not straightforward but can be done using special techniques.

- 2: Needs some work. The translation is not completely straightforward, but it does not

require special techniques.

- 3: Easy. Translation or verification can be done easily.

Assignments Delays Guards
Nested

parallelism
Shared

variables
PROMELA 3 2 1 1 3

µCRL 2 1 3 2 1
UPPAAL t.a. 3 3 3 2 3

TABLE 3.5: Comparison of translation problems [216]

Framework Range of evalution times
UMC 38−86 seconds
SPIN 13−47 seconds

NuSMV/nuXMV 2.9−43 seconds
CADP 29 seconds

UPPAAL 16 seconds
TLA+ 3 minutes
ProB 32 minutes

mCRL2 2 minutes −19 minutes
FDR4 15 seconds −20 minutes
CPN unable to deal with the state-space size

TABLE 3.6: Indicative Summary of Evaluation Times [217]

It is a modeling and verification tool, Uppaal allows to model the behavior of the IoT network

nodes using timed automata formalism. The automata of a node is modeled to exchange the

commands with another. To check the security and the correctness of the proposed network, we

express the requirements on TCTL input language. It is based on two formulae types, path and

state, the state formulae presents one state whereas the path formulae describes the execution of the

constructed network. Path formulae has three types reachability, safety and liveness as presented

in Figure 3.23 and described as follows.
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• Reachability: There is a possibility to reach the state satisfying the state property p (E<>

p).

• Safety: p is correct in all states (A[] p), or there is a path where p is true (E[] p).

• Liveness: p is correct in some states (A<> p), or if p is true, q is also true in all the paths (p

–> q).

FIGURE 3.23: TCTL Path formulae semantics [193].

3.7.2.2 Network Analysis

Contiki is an open source OS, which is developed to study the behaviors of the WSNs nodes in

the IoT networks through Cooja simulator [218] that provides — besides a GUI— the simula-

tion of the radio medium. Its visualisation presents the propagation of the signal produced by the

WSNs placed on the area of interest respecting the diffraction, refraction and reflection phenom-

ena. Cooja simulator offers many radio medium types such as Unit Disk Graph Medium (UDGM),

Directed Graph Radio Medium (DGRM), Multi-path Ray-tracer Medium (MRM), and others.

The simulation creates a wide environment to simulate the wireless networks through the

integration of many types of predefined motes for example Sky motes, ESB mote, micaZ mote,

etc. Also, it supports 6LoWPAN, CoAP and RPL protocols, and it gives to the network developers
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the access to update these packages and to optimize the security, mobility, latency, cost, and all the

other IoT requirements. Based on the comparison presented in Tables 3.7 and 3.8, many features

have been identified to choose Cooja as a network simulator. Indeed, it supports the concepts that

are included in our proposition especially: the multi-path ray-tracing, the obstacles attenuation,

constructs direct graph, TCP/UDP protocols, and energy consummation model. Table 3.7 shows

the reason for choosing the Cooja simulator among the other network simulators.

3.8 Experimental Results

This section shows the effectiveness of our developed framework, in which validity and robustness

of the proposed SCM are verified through experiments by applying verification and simulation

techniques. First, we prepare our SCM model. Then, we use Cooja simulator to show the effect

of IoT protocols on the consummation of energy for the constrained devices as well as the impact

of the obstacles on the communication among the nodes to increase the network lifetime. Finally,

we check the correctness of the SCM on Uppaal with respect on the functional, the behavior of

the devices subject to the security policies is also studied.

3.8.1 SCM description

The area presented in Figure 3.24 has eight heterogeneous buildings that are divided into homes

of (10×10m2). Each building has a sink node to collect the temperature measures sent by sensors.

The deployment of sensors are arbitrary distributed.

Figure 3.25 shows the architecture of our concrete SCM that we want to analyze. It is a

client/server architecture based on RPL, CoAP, and MQTT protocols. The third level represented

by the processing unit (as in Figure 3.13 ) is equipped by the cloud computing server that records

less-used information (e.g, buildings status report per week) and the fog computing service which

stores frequently the most used information (e.g, the measured data). Further, it has the ISP that

supports the wire and wireless communication. In this architecture, we consider unconstrained

and constrained devices; the unconstrained devices are the communication, filtering, routing and

protecting appliances (computers, firewall, routers and the IDSs respectively). The constrained
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Simulator ns2 Castalia OMNet++ TOSSIM Cooja/MPSim WSim/WSNet
Level of
details

generic generic code level all levels all levels

Timing discrete
event

discrete event discrete
event

discrete even discrete event

Simulator
plat-
forms

FreeBSD,
Linux,
SunOS,
Solaris,
Windows
(Cygwin)

Linux, Unix, Win-
dows (Cygwin)

Linux,
Windows
(Cygwin)

Linux Linux, Windows
(Cygwin)

WSN
plat-
forms

n/a n/a MicaZ Tmote Sky, ESB,
MicaZ

MicaZ, Mica2,
TelosB, CSEM
Wisenode, ICL
BSN nodes,
eZ430

GUI
support

Monitoring
of simula-
tion flow

Monitoring of
simulation flow,
c++ development,
topology definition,
result analysis, and
visualization

None Yes None

Wireless
channel

Free space,
two-ray
ground
refection,
shadowing

lognormal shadow-
ing, experimentally
measured, path loss
map, packet recep-
tion rates map, tem-
poral variation, unit
disk

lognormal
shadowing

multipath ray-
tracing with
support for at-
tenuating for
obstacles, unit
disk, directed
graph

file static, disk
model, free
space, tworay
ground, lognor-
mal shadowing,
rayleigh fad-
ing, ITU indoor
model, nakagami
fading

PHY Lucent
WaveLan
DSSS

CC1100, CC2420 CC2420 CC2420, TR1001 CC1100,
CC1101,CC2500,
CC2420

MAC 802.11,
pream-
bule based
TDMA
(prelimi-
nary stage)

TMAC, SMAC,
Tunable MAC
(can approximate
BMAC, LPL, etc.)

Standard
TinyOS 2.0
CC2420
stack

CSMA/CA,
TDMA, XMAC,
LPP, NullMAC,
contikiMAC,
SicslowMAC

DCF, BMAC,
ideal MAC

Network DSDV,
DSR,
TORA,
AODV

Simple Tree, Multi-
path Rings

No data RPL, AODV Greedy Geo-
graphic, file static

Transport UDP, TCP None No data UDP, TCP None
Sensing Random

process
with Man-
nasim
add-on

Generic moving
time-varying physi-
cal process

No data Moving nodes Generic moving
time-varying
physical process

Energy
con-
sump-
tion
model

Yes Yes With Power
TOSSIM
add-on

Yes Yes

TABLE 3.7: Open-Source Simulators Comparison [219].
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Features Symphony TOSSIM Cooja FreeRTOS ns-3

Uses real code base Yes Yes Yes To some extent no
eserves OS execution model Yes Yes Yes Yes -
Enables real-time simulation Yes No Yes No Yes

Hardware emulation Yes, via models No Limited No Yes, via model
Accounts for hardware-induced delays Yes No To some extent No No

Incorporates energy models Yes Yes Yes No Yes
Accounts for clock skew Yes No No No No

Can accommodate multiple applications Yes No Yes No Yes
Can be used with multiple OS Yes No Yes No -
Customizable simulation detail Yes No Yes No -

Realistic sensor data feed Yes No No No No
Scalability Limited by hardware 20,000 nodes < 20,000 nodes - 350,000 nodes

Up to date OS Yes Yes Yes Last updated in 2010 -

TABLE 3.8: A comparison of the functionality provided by selected net-
work simulators [220]

FIGURE 3.24: Area of interest: Set of a Smart Building

devices play the role of the fire detection system (fire sensor, broker, and an actuator that spray the

water into the emergency case). The fire system nodes communicate through MQTT protocol.

3.8.2 Cooja simulation

With this test, all the BIM sensors use RPL protocols to transmit the temperature measured in the

buildings. The Multi-path Ray-tracer Medium (MRM) model is an extension chosen to simulate

the presence of obstacles.
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FIGURE 3.25: Area of interest: Smart City.

Table 3.9 shows the used parameters in MRM simulation that takes into account the refrac-

tion, reflection, and diffraction phenomena which affect the trend of the transmitted signals. By

following the proposed architecture guidelines that avoid constructing the global network which

helps to reduce the resources use of Contiki OS computer container. We divide the global net-

work into multi sub-networks related by sinks. Then, the RPL protocol constructs a graph of

routes (DODAG) using MRHOF algorithm, we chose this algorithm instead OF0 algorithm due to

MRHOF is more reliable, because, in busy simulations, where, many nodes contain a high rate of

data, MRHOF would reduce "Packet Drop Ratio" by 25.1% [221].

Parameter Value
Default transmitter output power 1.5 dBm
Receiver sensitivity -100 dBm
Refraction coefficient -3 db
Reflection coefficient -5 db
Diffraction coefficient -10 db
Obstacle attenuation -3 db/m

TABLE 3.9: MRM Simulation Parameters.
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Figure 3.26 illustrates the probability of receiving the signal of one sensor in the area of interest

(sensor 3, building 1, Figure 3.24), where the type of color (green, blue and red) determines the

percentage of reception (strong, medium and week respectively). It is clear that the obstacles stop

or decrease the signal propagation among nodes.
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FIGURE 3.26: Probability of receiving signals.

From the simulation results, we found that any WSN recognizes its neighbours to construct

the DODAG. During 5 minutes of simulation, the nodes in each building constructs its DODAG,

where the sink is the meeting point of all orientations. We observe that all WSNs are presented

and connected to transmit the collected data to the sink. DODAG edges are weighted to represent

the connectivity quality between nodes affected by the distance and obstacles. Figures 3.27(a),

3.28(a), 3.29(a), 3.30(a), 3.31(a), 3.32(a), 3.33(a) and 3.34(a) are DODAGs for the buildings 1,· · · ,

8. If the value of a DODAG edge is high, it means that the possibility of receiving data between

nodes connected by such edge is low. For example, node1 represented in the DODAG of Figure

3.27(a), located in the first home of the Building 1, is far from the sink (node8) and its wireless

communication passes through many obstacles. Thus, it has the greatest value (42) compared to

others.

After the connectivity insurance, we analyze the energy consumption of nodes in each build-

ing. Figures 3.27(b), 3.28(b), 3.29(b), 3.30(b), 3.31(b), 3.32(b), 3.33(b), and 3.34(b) illustrate the
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FIGURE 3.27: Results in building 1.
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FIGURE 3.28: Results in building 2.
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energy consumed in all buildings nodes concerning the number of executed operations: sensing

by using LPM (red color), processing by using a CPU (blue color), receiving using a radio listener

(green color), and sending by using a radio transmitter (yellow color).
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FIGURE 3.29: Results in building 3.

For example, Figure 3.27(b) represents the consummation of energy of the sub-network which

its DODAG is represented in the Figure 3.27(a). We observe that the node five has a huge consum-

mation of energy compared to the other nodes due to its position, where, it plays the mediation

role between the sink (node eight) and other distant nodes (six and seven). Thus, the node five

executes many operations (receive, send, forward, process) to assure the transmission among the

sink, itself and the distant nodes.

 

1.1 

3.3 

11.11 

10.10 

 

8.8 

 

6.6 

5.5 

4.4 

2.2 

7.7 
9.9 

 
24.25 

  

24.25 
16.0 

16.0 
16.0 

16.0 

40.0 

24.0 

24.0 
38.75 

(a) DODAG. (b) Consummation of energy.

FIGURE 3.30: Results in building 4.

We observe that the most of nodes consume the same level of energy regarding sensing oper-

ation while their energy consumption differs when processing, sending and receiving data.
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FIGURE 3.31: Results in building 5.

Finally, Table 3.10 compares the energy consumption of the deployed IoT nodes to some

homes appliances [222]. The comparison shows that the IoT networks have more lifetime than

other type of networks. At Cooja simulation, we assure that:

• Constrained devices are characterized by a low consummation of energy and, the use of

RPL protocol can reduce the cost of the IoT network, and increase its lifetime.
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FIGURE 3.32: Results in building 6.

• Dividing the first level of the architecture (Figure 3.13) into multi sub-network decreases the

load of operations applied to the sink node due to its low processing capacity and memory

storage.

• The obstacles heavily impact the transmission of the signal that causes low QoS. This issue

motivates the integration of a new mechanism that finds the optimal positions for WSNs.
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FIGURE 3.33: Results in building 7.
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FIGURE 3.34: Results in building 8.

Device Wattage
IoT simulation node 0.00114
Desktop computer 6.25
Ceiling fan 2.92
Video game system 3
LED TV 6.58

TABLE 3.10: The parameters used in the MRM simulation.

3.8.3 Uppaal Verification

As a second step, by using Uppaal we check the correctness and the security of the modeled

SCM (Figure 3.25). First, we construct the automata of all SCM components which are: sensor,

actuator, navigator, IDS, firewall, router, ISP, Fog and cloud service. Figure 3.35 depicts each

component semantics by representing their behaviors, including: actions, states, and attributes.

Then, we run and verify four possible scenarios.

Scenario 1. The first scenario checks the RESTful Web services used by the CoAP based on
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FIGURE 3.35: Timed automata of smart city devices.

the client-server architecture, and consists on the methods: GET, PUT, PUSH and DELETE. The

building computer sends a GET request to the cloud service to access the data stored in cloud. The

request traverses the three levels of architecture, and any node receiving the request will forward it

to the following node. The progress of the behaviour nodes is represented in the sequence diagram

showed in Figure 3.36.

Scenario 2. This scenario is similar to the first one, while, it uses the wireless communication

protocol to access to the fog service. The sequence diagram in Figure 3.37 shows the progress

steps in this wireless navigation.

Scenario 3. The third scenario aims to monitor the fire alarm system and to analyze the fire
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FIGURE 3.36: Sequence diagram of scenario 1.

FIGURE 3.37: Sequence diagram of scenario 2.
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case resulting in smart buildings and also to check the reaction of the IoT nodes in the network.

The global architecture consists of two sub-architectures, client/broker architecture (which has a

sensor, broker, and actuator) and declaration architecture (which has bridge and fire service), all

the latter are the main components in architectures, but they have the ability to expand. The sensor

monitors and sends an alarm to the broker in the fire case, the broker sends the command (stop

the fire) to the actuator that is subscribed on it, and the subscribed actuator in the broker receives

the command from it. We relate the broker by another node (bridge) to inform the fire service (

e.g., message describing the location of the building and the time of the incident). The sequence

diagram presented in Figure 3.38 illustrates the steps of this scenario.

Scenario 4. In this scenario, we test our proposed access control model, where, we model three

automata: Admin, Sub ject and Node. The role of Admin is to set the security level in Sub ject and

Ob ject, the Sub ject randomly can be Admin or Non−Admin. The Sub ject applies actions to

Ob ject according to the security level of the Sub ject and Ob ject. All security properties (read,

write and access) are respected according to the alternative security level of the components

presented in Figure 3.39.

Verification. By expressing the security and functional requirements in TCTL, Table 3.11

describes the list of the requirements to be valid without access control, whereas, Table 3.12

lists the set of properties proper to the access control. The verification results show that all the

properties are satisfied which means that the architecture is correct and secure concerning the

specified requirements.

3.9 Conclusion

In this chapter, we represented the behaviors, the characteristics, and the actions of the effective

nodes distributed in the buildings through the formal methods, timed automata, and sequences

diagrams. In addition, we suggested a hybrid technique that merges two different concepts which

are the modeling and the network analysis. In the next step, we automatically deploy smart com-

ponents of an area of interest in the smart city.
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FIGURE 3.38: Sequence diagram of scenario 3.
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FIGURE 3.39: TA of ACM scenario.

TCTL proprieties Description
A[] not deadlock All nodes run without deadlock.
A[] not(ids_.scanning) and
not(firewall_.filtration) and
not(router_.routing) imply
wire_connection==false

We cannot use the wire devices if the type
of connection is wireless.

A[] sub2 == false imply
not(fog_.reception)

If a node send the alert message that is
not subscribed in the broker, then the fog
service cannot receive the alert.

A[] sensor_.publishing imply (fire==true) The sensor can publish in the broker only
when it senses a fire case.

A[] node_.reception imply fire == true The distant node like the fire service can
receive alert message in the fire case.

A[] actuator_.action imply (fire==true
and sub_actuator==true)

The actuator applies an action (e.g, spray
water) when it subscribes in the broker
and in the fire case.

A[] fog_.reception imply
info==1 and pass_out==true and
ware_connection==true

The fog service receives the appropriate
information in the wire connection if the
firewall gives access.

TABLE 3.11: TCTL properties for the functional correctness.
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TCTL proprieties Description
A[] sub.writing imply (sub_sec >=
obj_sec) || sub_sec==Max

Write property management.

A[] sub.reading imply (sub_sec <=
obj_sec) || sub_sec==Max

Read property management.

A[] sub.updating1 || sub.updating2 imply
(sub_sec==Max)

Access property management.

TABLE 3.12: TCTL properties proper to the proposed ACM.
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Chapter 4

A BIM-based framework for an

Optimal WSN Deployment in Smart

Building

4.1 Introduction

As we explained in the last chapter, buildings can contain devices. This deployment needs opti-

mization from many aspects such as increasing the coverage, decreasing the cost, enhancing the

protection, the low latency, etc.

Nowadays the Internet of Things (IoT) might utilize a sensor network for monitoring, pre-

venting, and securing the building environment. The IoT network could be contained dozens,

hundreds, or thousands of sensors that are connected through radio waves to share information.

The role of these sensors is to sense the area and subsequently deliver the information to the base

station which can relay the information into a large-scale network (eg. via the Internet). The IoT

networks are densely disseminated over different geographical locations to perform their tasks

such as area monitoring, processing, or data collection. However, the use of the Internet of IoT

in smart buildings has great importance and promising outcomes. Researchers and industrial part-

ners have achieved several use cases where they have leveraged various enabling technologies for

service enhancement. Many application sectors as smart cities can benefit from an enhanced data

collection and effective data analysis process done on data gathered from smart building devices

[223]. Particularly, in the case of building monitoring and control to collect data with the aim of
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offering different services especially related to health, user comfort, and energy consumption.

In literature, evolutionary algorithms to solve multi-objective optimization problems attract

more and more researchers in different fields of study to find the best solutions. There are various

approaches to resolving this problem. One of the standard methods is the Genetic Algorithm

(GA). While installing many sensor nodes takes time and costs money which includes equipment

investment, installation, and maintenance. This work addresses the planning of sensor deployment

by using an evolutionary multi-objective algorithm to provide optimal planning nodes positions

within a building that takes the obstacle into account. The objective of this chapter is to provide the

best positions to deploy sensor nodes with maximum coverage and minimum nodes deployment

within the building considering the k-connectivity and impact of obstacles.

This chapter is organized as follows. We present the related work in section 4.2 and our

proposed solution in section 4.3. Then, we observe the performance evaluation in section 4.4.

Finally, section 4.5 concludes this work.

4.2 Related Work

In this section, we survey the literature related to WSN deployment and compare compare them

with our solution. Zhang et al. [224] investigated how BIM could support the development of

smart building environment from the architecture plan to a building management. They extended

BIM for the design step to supply material profiling and the information exchange interface for

different sensor objects. They also proposed a three-layer validation scheme to facilitate the BIM

users determining the possible defects in the BIM plan. Chang et al. [225] showed how to vi-

sualize sensor data in BIM platform with multiple point of views for the purpose of supporting

complex decisions requiring interdisciplinary information. The authors also discussed the design

of a standard platform enabling intercommunication between sensor nodes with different proto-

cols, and how visualization might support in energy-saving management decision-making. The

approach is based on the positions of IoT nodes without optimizing the cost of BIM.

From a coverage and connectivity perspectives, the authors in [226] studied the sensor deploy-

ment strategies by considering the presence of obstacle. Moreover, in [227], the author proposed a

deployment method for multiple types of requirements to address the issue of grid-based deploy-

ment and deterministic. The authors in [228] evaluated the suitable area for sensors deployment by
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using the signal strength in order to minimize the deployed nodes. In [229], the authors designed

a model for a multi-objective optimization problems to deploy and relocate robots in indoor envi-

ronments. In the work of [230], the authors proposed a multi-level strategy of genetic algorithm

with the objectives of a better the coverage, a number of deployed Radio frequency identifica-

tion (RFID) readers and the interference. In addition, the authors [231] proposed an evolutionary

algorithm to a node deployment problem with static sensors. They consider that the relation be-

tween the genotype space and the phenotype space of the optimal sensor deployment problem can

be observed in terms of quotient space.This works discusses separately the collection capacity of

sensors and their communication without combining in a unified framework. Farther, they exclude

the obstacles from their work. The authors in [232] proposed two metaheuristics to address WSN

deployment problem in the case of smart building. They take into account the presence of ob-

stacles like walls and doors by relying on the multi-wall model (MWM). The use of NSGA-II is

recommended in their study especially when it is not a priory approach.

M Kacou et al. [135] presented two path loss models for a building map to the objects using

the frequencies 800 MHz to 6 GHz. The first model depends on log-distance and the subsequent

one is a multi-wall path loss model that integrates the log-distance with the obstacles attenuation.

At this end, it is divided into: 1)a generalized multi-wall path loss model that classifies the barriers

into two parts dividing walls and load-bearing walls, and the detailed multi-wall path loss model

that takes the real values of the obstacles. M Kacou et al. [135] focus on the propagation without

the sensing operation. Our work deals with the sensing by taking into consideration the distance

between the sensor and the target, obstacles impact and the sensing range.

To simulate preliminary systems in a network and facilitate their management, Loizos Kanaris

et al. [233] proposed a two steps methodology to deploy WSN and IoT networks in complex urban

environments. First, it integrates the deployment in TruNET wireless then exports the obtained

results from TruNET to Cooja simulator.Loizos Kanaris et al. [233] methodology is difficult to

apply, because the Cooja simulator has a set of parameters which are difficult to configure. But

in our approach, we create our simulator that is compatible with the coverage equation, the signal

propagation and the chosen technique to represent the solution in a specific area of interest.

Hemant Ghayvat et al. [234] proposed an approach to create an adaptable sensor systems

for smart building. First, it deploys the WSN nodes and IoT objects in a house to monitor

the inhabitant’s events by collecting the sensor’s data. Then, it expands the area of interest by
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showing how band interference and attenuation of obstacles have a role to determine the sensors’

QoS.Unfortunately, this study do not take into account the ideal positions of the sensors to increase

the QoF and consequently decrease the BIM cost.

To increase the lifetime of a wireless network, Pratit Nayak et al. [235] developed an algorithm

to evaluate the lifetime of network in the presence of obstacles. The algorithm takes into account

the number of nodes, the size of the nodes, the number and positions of the obstacles and the

number of rounds. Pratit Nayak et al. [235] do not consider the communication part to augment

the lifetime of a network.

In our case, we focus on both the communication and the connectivity of the WSNs that is

based on the signal propagation on obstacles. With respect to the surveyed literature, this work

exploits BIM to improve sensors deployment inside smart buildings. The developed framework

is implemented to be a plugin with any BIM supported tool. Further, the framework develops a

multi-objective evolutionary algorithm in order to improve the indoor coverage while taking into

account several types of obstacles. The framework produces automatically the optimal deployment

as well as it is extensible to cover more parameters as well as takes the online modification on BIM

data base.

4.3 Indoor Sensor Optimal Deployment Framework (ISOD)

The main goal of integrating data management and control in smart buildings is to combine mul-

tiple technologies, automated controls, and decision-supporting techniques to provide a rapid and

responsive environment. The achievement of this goal is closely related to the use of the Internet

of Things (IoT) [146]. In fact, IoT mobilizes advanced technologies to monitor various envi-

ronmental measures such as temperature, humidity, light and motion, to analyze the operational

efficiency of building systems, and to optimize facility operations using data intelligence gathered

in real-time. Among these technologies, there are sensors combined to cloud software platforms

allowing managing, automating, and controlling the systems remotely.

Nevertheless, before the data collection phase, it is necessary to optimize the deployment of

sensors inside the building to ensure better coverage. However, the deployment issue becomes

more complex when dealing with a larger building containing several types of obstacles. For

a good monitoring system, sensors should be placed in an optimal position within the building



4.3. Indoor Sensor Optimal Deployment Framework (ISOD) 103

to regulate the coverage and connectivity issues. Therefore, it is important to find an adapted

solution that automatically provides an optimal nodes deployment by maximizing the coverage

and connectivity while minimizing the number of deployed nodes. With accurate data, we could

enhance the energy efficiency of building systems like HVAC [236]. It is a well-known fact that

buildings consume about 40% of the energy consumption in the world.

Building Information Model (BIM) is a process of developing a digital equivalent of an ac-

tual building in terms of its physical and functional characteristics that supports data exchange,

management and communication during the whole building’s life cycle. Resource allocation and

reduction are major drivers toward BIM implementation, whether it be using renewable or recycled

materials or reducing energy consumption [237], [225]. Not only the BIM afford manufacturers,

designers, and integrator advantages in design efficiency and quality control, but also, it improves

communication within the design and construction teams as well as the parametric elements of

the model by creating a robust database. The latter contains mainly physical information (such

as material, size, and living space) about the building. Leveraging this data means that optimal

sensors deployment can be created from the parametric model elements.

Despite the potential amount of data, the deployment of sensors in an indoor context support-

ing heterogeneous obstacles is a difficult problem [238].

Figure 4.1 illustrates the steps needed to deploy an optimal configuration in a smart building

with maximum signal coverage and a minimum cost. In ISOD, the system’s architecture is com-

posed of a set of smart objects, physical properties and plans, and connectivity including the used

communication protocols. The nodes are active/passive objects to collect the needed environmen-

tal measurements. The communication protocols ensure how well the connection between nodes

is established where the measured data are packed and encrypted. The physical architecture sepa-

rates the locations with different types of separators that can absorb signals with multi-scale values

depending the used material in separators. The analysis step looks for the best nodes distribution

that satisfy the defined objectives which is a trade-off between coverage, connectivity and cost.

Finally, the results show and simulate the deployment of the optimal configuration.
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FIGURE 4.1: Indoor Sensor Optimal Deployment Framework.

4.3.1 Smart building architecture

We define a smart building sEnv as a structured physical infrastructure (building or home) that

carries smart nodes. sEnv is composed of at least two smart rooms/locations disjointed by separa-

tors like walls, doors, and windows of different form, size, and materials. To collect information

and sensitive data, smart nodes are connected with a network based architecture that helps them to

communicate easily through a dedicated protocols. Definition 4.3.1 illustrates formally a general

smart environment.

[Smart Environment] A smart environment sEnv is a tuple of ⟨E,L,SoT,PL,DL⟩, where:

1. E is the environment’s label,

2. L = {li : i > 0, i ∈N} is the set of locations/rooms (li) composing E,

3. SoT = {SoTi : i> 0,i ∈ N} is the set of smart nodes in E,

4. PL is a graph structure that defines the physical structure of E,

5. DL is the logical architecture that connects SoT in PL.
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As example, Figure 4.2 shows the physical structure of a smart building consisting of least

smart rooms (li and l j). <PL> defines the physical characteristics of the separator between li and

l j such us: type, quality, and position. Further, Figure< 4.3 shows the logical structure connecting

smart objects (SoTi) that uses a range of communication technologies (DL).

FIGURE 4.2: The physical structure of a smart home.

FIGURE 4.3: The logical structure of a smart home.

Both structures are merged in one environment and formatted as XMI files in BIM database.

The visualization of a BIM file is showed in Figure 4.4.

4.3.2 Problem Formulation

ISOD assumes that the building plan is depicted as a Virtual Grid Architecture (VGA) composed

of cells of 1m2. An abstract sensing model is considered stating that if the cell lies in the sensing

region it will be covered with a probability between 0 and 1, unlike the existing initiatives that

use only a binary sensing model to compute the sensing coverage. ISOD also considers that

sensors are represented by a disc graph model where the radius is equal to the sensing range Rs.

Each sensor node is located at the center of gravity of the cell and collects information inside this
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circle particularly if there is not obstacles. In the case of obstacle, a deformation of the circle is

considered.

To achieve more coverage precision, we take into account the presence of obstacles while

differentiating between materials that compose them. As stated before, these information are

exported from the BIM database that defines the building plan, the used materials, and how they

are composed. The Composition contains information about the structure of a building element

(walls), by defining composition layers. Each composition layer refers to a building material

characterized by an energy performance with a certain thickness.

In the present solution, ISOD focuses on static and homogeneous temperature sensors. The

aim is to maximize the covered area of the sensor field with the minimum number of nodes. To

solve this multi-objective optimization problem taking into account the presence of walls, we pro-

pose a new implementation of NSGA-II algorithm that requires to design the objective functions

in order to evaluate the quality of solutions with respect to the connectivity and cost constraints.

Our coverage objective function is based on two criteria: the distance between the sensor with the

target cell and the R-value. The R-value measures the heat flow resistance of a given material and

it means how much the heat can be transferred regarding its thickness and physical properties. The

higher the R-value of a material is, the more effective it is as an insulator. The R-value is measured

in meters squared Kelvin per Watt (m2K/W ) calculated by using the formula 4.1 Where l is the

thickness of the wall (obstacle) in metres and λ is the thermal conductivity in W /mK.

R =
l
λ

(4.1)

For example, the thermal resistance of some types of materials are presented in Table 4.1

according to their thickness.

To ensure the connectivity robustness, reliability and load balancing level, the WSN of each

deployment is k-connected, where k is defined according to the needs and the areas of application.

The proposed mechanism is based on a multi-wall propagation model, which will be described in

Section 4.3.4. We consider in this model that a radio signal is attenuated when it crosses obstacles.
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4.3.3 Deployment sensing coverage and cost

Let B = {0,1} a set of values, active (1) or not (0), for the sensor nodes in a grid G ∈ Bm×n of

m×n cells where g refers to the deployed node in its position (i, j) such that:

gi j =


1, if node gi j is active

0, otherwise
(4.2)

Coverage is an important factor related to WSN quality of service. Our solution attributes a

cost of value between 0 and 1 to each cell in order to estimate precisely the deployment coverage

ratio. The cost of a given cell is calculated by relying on the distance separating the cell of interest

and the one where the sensor is located as well as the impact of any existing obstacles between

them. A cell ci j is covered by a sensor gkl situated in the cell ckl only if the distance between the

centroid of both cells ci j and ckl is less or equal to the sensing range Rs of gkl while respecting the

thermal conductivity constraint of the separators between ci j and ckl . ISOD initiates the cost of all

cells to be null with a random deployment of sensors.

Based on this random distribution, the cost of cells is calculated using Equation 4.3 and the

information retrieved from the BIM database.

skl =


max( Rs

(∥ĉi j−ĉkl∥∗exp∑
w
d=0 Rd )+RS

,skl),

i f∥ĉi j− ĉkl∥ ≤ Rs

skl , otherwise

(4.3)

∀i∈ [1,m], ∀ j ∈ [1,n], ∀k ∈ [max(1, i−R),min(m, i+R)], ∀l ∈ [max(1, j−
√

R2− k2),min(n, j+

√
R2− k2)], we have: ĉi j =

(i−1) ∗ ĉ

( j−1) ∗ ĉ

+

 ĉ
2

ĉ
2

 .

Here,∥ĉi j− ĉkl∥ is the Euclidean distance between the centroid of the cell gi j (c) where the

sensor is placed and the target cell gkl (ĉ) where the cost should be computed. Farther, Rd is the

thermal resistance of a separator and w is the number of obstacles existing between both cells ci j

and ckl . Thus, each cell ckl in the target area is associated with a maximum value, denoted gkl

and 0≤ gkl ≤ 1. The final cost value of a cell ci j takes the maximum cost values of all neighbour

sensors by considering their distances from the centroid of ci j as well as the existing obstacles

impacting the sensing. The case where a cell has a sensor, the cost has a maximum value of 1.
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As stated above, ISOD is based on NSGA-II algorithm to find the best sensors deployment

where all the objective functions and the constraints should be satisfied. Hence, Equation 4.4 de-

scribes the objective functions used by our algorithm to solve the coverage and the cost problems.

 Fcov: maximizes the deployment coverage.

Fcos: minimizes the cost of the solution.
(4.4)

where:

Fcov = max
m

∑
k=1

n

∑
l=1

skl (4.5)

and

Fcos = min
m

∑
i=1

n

∑
j=1

gi j (4.6)

The function Fcov (eq. 4.5) measures the sum of costs evaluated for each cells to select the

maximum coverage that represents the best deployment solution. Whereas, the function Fcos (eq.

4.6) minimizes the number of active sensor nodes gi j in the deployment plan. Consequently, the

cost of the deployment is reduced as well. In a such given solution, all nodes should be well

connected (see Section 4.3.4).

4.3.4 Connectivity

To store and analyze the collected data, nodes should be well connected to communicate by form-

ing a connected graph. ISOD verifies if a node has at least a path to reach the sink node and

ensures that all nodes are structured as a connected graph G(V ,E) where V is a set of nodes and

E is a set of connections that determines the k-connectivity graph G for each deployment de-

noted by Conn(G) s.t.: Conn(G) = min(degree(V )). We say k-connectivity in a graph G where

k ≥Conn(G).

To achieve a k-connectivity, we calculate RSS (the received signal strength) by relying on

Multi-Wall Model (MWM) [135] that considers the degradation of the transmitted signal through

obstacles between a transmitter and a receiver sensor. One of the impact on the signal quality

during its propagation in a floor environment is the path loss that measured in dB by Equation 4.7,

where kw is the number of the wall types, kwi and Lwi denote the number and the loss of the ith wall

type, respectively.
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LdB = L0,dB + 20log10d +
Kw

∑
i=1

KwiLwi (4.7)

The free-space path loss (FPL) in linear scale is given by:

L0 = (
4πd0

λ
)2 (4.8)

ISOD adopts this model to take into account the characteristics of obstacles extracted from

BIM database (Brick, Wood, Glass) that have a direct impact on the signal shadowing.

4.3.5 Evolutionary Genetic Algorithm

In the genetic algorithm, a binary encoding scheme is used to represent the chromosomes [239].

A chromosome, attributed as a component of an individual in a population, is formed by a devel-

oping set of genes. A population is constructed by a determined number of chromosomes.

The evolutionary genetic algorithm follows mainly three steps:

1. Define an adequate deployment, chromosome.

2. Create randomly a set of chromosomes, population .

3. Apply the reproduction operators (selection, crossover, mutation) to simulate the natural

evolution.

ISOD-NSGA populations are the deployed sensors in an area of interest. Algorithm 3 initiates

a deployment (line 1) as shown in Figure 4.5 where the area of interest is a rectangle of length

(L) and width (W) divided into cells of surfaces 1 square meter. Each cell can has a sensor in its

centeroid (gi j = 1) or not (gi j = 0). A chromosome representation transforms the matrix into an

array of length Lchrom, where: Lchrom = W*L.

After the population initialization, Algorithm 3 evaluates the quality of each configuration

by applying both objective functions Fcov and Fcos in order to rank each chromosome (line 2).

To achieve an optimal deployment, we select the two best chromosomes according to their ranks

satisfying the connectivity constraints (line 4). Then, Algorithm 3 generates a new chromosome

through crossing and the mutation procedures.
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To improve the quality of the resulted deployment by Algorithm 3, ISOD built a second algo-

rithm called "Optimize Positions Sensors" (OPS) (Algorithm 4) that runs in two steps: 1) eliminate

the sensors having no impact to avoid the over covering case, and 2) search a new position for each

sensor in the square area (of dimension 2Rs*2Rs) in order to enhance the obtained deployment.

Algorithm 3: ISOD-NSGA
1 initialize population // Random deployments

Evaluate Individual fitness // calculate the rank for all chromosomes
for i← 1 to MaxGener do

// MaxGener is the number of generation
Select Ranked Individuals
for j← 1 to O f f spring_Pop do

Select Parents
Crossover Or Mutation
Offspring Evaluation // Satisfy MWPLM and K-connectivity constraints
& calculate the rank

end
Rank(parents + Offsprings)

end
Call OPS

4.4 The experimental results

Our experiments run on different indoor environments by taking into consideration: sensors posi-

tions and their types, and more importantly the connectivity. Table 4.2 illustrates the initial values

of parameters used in Equation 4.7. Also, it gives the impact of three type of obstacles on a signal

attenuation in dB.

4.4.1 The first scenario

The first experiment looks for a solution on an empty space of dimension L=12m, W=10m, and

Rs=3m. Figure 4.6 shows the generated solutions where Fcos= 6 sensors and Fcov= 100% which

is the best configuration (green plot) in terms of the coverage compared to the other ones presented

in Diagram 4.7 that describes all possible solutions (blue plots) in terms of coverage ratio and the

number of sensors.
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FIGURE 4.4: A BIM Floor Visualisation.

TABLE 4.1: Thermal resistance of various obstacle materials.
Obstacle e (meter) λ R Colors
Brick 0.2 0.156 1.28 black
Wood 0.04 0.14 0.46 yellow
Glass 0.01 0.038 0.43 blue

Algorithm 4: OPS
1 for i← 1 to L∗W do

// Delete additional Sensors
delete(Sensor(i))
if New_cov < Old_cov then

recovery(Sensor(i))
end

2 end
3 for i← 1 to L∗W do

// Search new position in area 2Rs ∗2Rs of each sensor
Take New Sensor
for k← 1 to 2Rs do

for l← 1 to 2Rs do
Max(Sensor(i), Coverage(position(k,l)))

end
end

4 end
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FIGURE 4.5: Representation of a chromosome.

FIGURE 4.6: The best deployment in scenario 1 (free space).

4.4.2 The second scenario

This experiment shows how our ISOD automatically handles the obstacles and the connectivity

constraint with respect to the thermal resistance and the attenuation communication signal of the

chosen obstacles represented in 4.1 and Table 4.2, respectively.

While fixing the connectivity constraint to 1, we develop two other environments rather than

TABLE 4.2: Signal Strength Parameters.
Symbol Value

T x -11 dB
Rx -70 dB
L0 40.2 dB

Brick 4 dB
Wood 3 dB
Glass 2 dB
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FIGURE 4.7: The generated solutions for scenario 1 (free space).

the free space one depicted in Fig.4.8(a) . The new environments presented in Fig.4.8(b) (open

space) and Fig.4.8(c) (closed space) have different position and number of obstacles. The obtained

deployment for the free space has Fcos = 6 and Fcov = 100%), and for the open space has Fcos =

7 and Fcov = 100%, whereas the one for the closed space has Fcos = 9 and Fcov = 100%. . It is

clear that ISOD adapt dynamically the sensors deployment for different positions and number of

obstacles while respecting the connectivity condition and assuring a maximum coverage (100%).

When the connectivity is 2 for the same environment, we obtain Fcos=6 and Fcov=100% for

the free space (Fig. 4.9(a)), Fcos=7 and Fcov=100% for the open space (Fig. 4.9(b)), and Fcos=11

and Fcov=99.17% for the closed space (Fig. 4.9(c)).

By comparing the results obtained by the experiments wherekconn=1 and kconn=2, we found

that there the positions of sensors have been changed for the three environments. ISOD results

show a maximum coverage ratio with a minimum number of nodes except the case shown in

Fig.4.9(c) due to the important number of obstacles.
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(a) Free space (b) Open space - Brick

(c) Closed space - Brick and wood

FIGURE 4.8: The best deployment in scenario 2 (10m *12 m) with kconn=1.

We conclude that our scheme increases the number of sensors only if needed to respect

k−connectivity constraint and achieve the target coverage.

After running the same experiments with kconn=3, we obtained results Fcos=7 and Fcov=100%

for the first environment (Fig.4.10(a)), Fcos=9 and Fcov=100%) for the open space (Fig. 4.10(b)),

and Fcos = 14 and Fcov = 98.33% for the closed space (Fig. 4.10(c)). From this experiment, we

observe that the number of sensors has been increased when kconn became 3 for the different cases

(free, open, and closed space). We found that even the strong constraint of the connectivity, ISOD

find the best deployment solutions in terms of the number of nodes and the coverage ratio.
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(a) Free space (b) Open space - Brick separators

(c) Closed space - Brick and wood

FIGURE 4.9: The best deployment in scenario 2 (10m *12 m) with kconn=2.

4.4.3 The third scenario

In this scenario, we increase the environment surface to 15 * 20 m2 for free and closed spaces.

For the closed space, we keep the same positions of obstacles but we change their type from glass

(4.11(b)) to brick (4.11(c)).

For a range sensing of Rs=3m and kconn=1, the obtained results are Fcos=15 and Fcov=98.67%)

for the free space (Fig. 4.11(a)), Fcos=16 and Fcov=98.33% for the closed space with glass sepa-

rators (Fig.4.11(b)), and Fcos=19 and Fcov=98.00% for the closed space with the brick separators

(Fig.4.11(c)).

From the obtained results, we found that only one more sensor has been added to the case

of closed spaces but the locations of sensors have been changed to keep the same coverage ratio.
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(a) Free space (b) Open space - Brick

(c) Closed space - Brick and wood

FIGURE 4.10: The best deployment in scenario 2 (10m *12 m) with
kconn=3.

Further, the obtained deployments show that our solution take into account the thermal resistance

and thickness of the different type of separators.

We notice that the number of sensors increases with respect to the obstacles impacts. Thus,

the results are more satisfactory since there is no grouping of sensors except beside the obstacles.

Farther, the level of the coverage is large in the three zones and the constraint kconn is respected.

Then, we conclude that the algorithm is scalable.

We notice that the number of sensors increases with respect to the obstacles impacts. Thus,

the results are more satisfactory since there is no grouping of sensors except beside the obstacles.

Farther, the level of the coverage is large in the three zones and the constraint kconn is respected.

Then, we conclude that the algorithm is scalable.
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(a) Free space (b) Closed space - Glass separator

(c) Closed space - Brick separator

FIGURE 4.11: The best deployment in scenario 3 (15m *20 m) with
kconn=1
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4.4.4 The fourth scenario

In this scenario, we compare the obtained deployment from the third scenario and represented in

Fig. 4.11(c) (where Fcos=19 sensor and Fcov=98.00%) with another 15 random deployments.

First, we fix Fcos to 19 sensors and generate random solutions with the same number of nodes.

Then, we compare the coverage ratio for the generated deployment of each solution with the one

produced by ISOD. Fig. 4.12 represents the coverage ratio of our solution (solution n=1) compared

to the other 15 random ones. We found that our solution has the better coverage with the same

number of nodes.

FIGURE 4.12: The number of the sensors where Fcov=98.00%.

In the second test, we fixe Fcov to 98.00% then we generate random solutions in order to

reach a fixed coverage ratio. Fig. 4.13 represents the minimum number of sensors used by our

deployment as well as the other random solutions. ISOD deploys only the necessary number of

nodes to cover a 98% of the target area. In contrary, the other solutions use a considerable number

of sensors to achieve the same coverage ratio. Consequently, ISOD reduces the deployment cost.

4.5 Conclusion

In this chapter, we have developed a framework called ISOD to automatically deploy WSNs in

smart buildings by exploiting BIM database. The framework built an evolutionary algorithm



4.5. Conclusion 119

FIGURE 4.13: The coverage ratio comparison for Fcos=19.

(NSGA-II) to produce an optimal deployment by solving a multi-objective function that mini-

mizes the number of sensors and maximizes their covered areas. To assure a kconnectivity, ISOD

adopts the multi-wall model (MWM) to measure the signal strength on different types of obstacles.

Moreover, to improve the quality of solutions, we proposed a second algorithm (OPS) that opti-

mizes the obtained results. In the next chapter, we will increase the protection level of the smart

city, it addresses two issues the integrity of data and the access control through the blockchain.
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Chapter 5

Protection the Smart City System

5.1 Introduction

As we explained earlier, the city is witnessing a continuous flow of data, so, the sustainability

of the digital system in the smart city is very important. Many cyber threats may paralyze the

proper functioning of the whole system, causing a loss of service for users. The goals of hackers

differ, but the result is the same, which is corrupted information, unauthorized access to devices,

DDoS attacks, spoofing attacks, sniffing attacks, etc. That is why researchers had to devise high-

performance defense mechanisms to prevent or reduce these risks. The structure of the blockchain

and its framework depends on the purpose of the application’s domain. Many questions are about

the possibility of adopting this successful technology in the smart city, in order to mitigate the

cyber attacks which threat the integrity of information, especially after the terrible number of the

cyber criminals.

The proposed framework should be without or with few weaknesses, scalable and compatible

with the characteristics of IoT devices such as the limitation of the capacities, latency, IoT proto-

cols, WSNs, etc. With the Integrityo f In f ormation issue, our framework develops two concepts,

the independence of the users and their lack of an intermediary party, also the possibility to detect

the criminals and prevent their goals, because the dominance of the attackers in the network (more

than 50% attackers) makes the network loss its reliability. So the technology is double-edged,

despite the great protection it grants, it is difficult to recover it in case of damage. Hence, our pro-

posed solution includes the advantages of the blockchain and provides mechanisms to increase its

robustness. Also, with the AccessControl issue, its proposed framework should touch two steps,

firstly the user must determine the effective parameters in the system, such as subjects (users),
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object and tasks. Secondly, it must enact access policies, stipulating that they be logical and not

contradictory to reality. Finally, it has to introduce the system sensitive values into the blockchain

and include the access policies inside the smart contracts.

This contribution is organized as follows. section 5.2 presents a group of contributions related

to our field of work. Then, section 5.3 provides the basic concepts about the blockchain technol-

ogy, and section 5.4 explains our proposed methodology. Performance evaluation was shown in

section 5.5. Finally, our contribution and the obtained results are summarized in section 5.6.

5.2 Related Work

In this section, we review the literature related to the blockchain technology in the various fields

by identifying their weakness and strengths.

For example, in the education field, Lizcano et al. [240] proposed a model that was suggested

for higher education students, the test was evaluated in a real environment and its results were

acceptable. Tanweer et al. [241] proposed an educational system based on the internet of things

supported by blockchain technology, the framework brings together all of the actors, students,

teachers, employers, developers, facilitators and accreditors on the Internet. In addition, online

education faces obstacles such as the absence of the privacy, lack of certified results certificate,

and robot’s participation. Thus, blockchain technology can be combined to solve these problems

[242].

In the healthcare field, Celesti et al. [243] proposed a methodology for nursing the patient

from the technicians and sending the data to a unified cloud where doctors diagnose the patient

and suggest medical solutions, this system was protected by blockchain technology and was im-

plemented on the Etheriem platform. Rathee et al. [244] protected health sector information with

this technology, as their hypothesis was validated by simulating a group of attacks, with a success

rate of 86%. As for the financial sector, Marijn et al. [245] have incorporated the same technology

that captures the complex relationship among institutional, market and technical factors, which

were interacting with each other. It was not limited to these fields only, but also included other

domains such as transportation [246], the government [247] and others.

In addition, the blockchain technology is used in many domains, for example Raikwar et al.

[136] adopted it to achieve the security of the insurance platform, where the transactions process
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as a smart contract. They implemented the framework on Hyperledger fabric, the results obtained

showed that, it is necessary to chose the parameters which constructed the blockchain in order to

optimize the network latency. On other hand, the database does not respect the privacy because

the data recorded are without encryption. While, Liu et al. [137] proposed a framework of data

integrity service, their goal is to create a reliable system that checks the data integrity without

third party. Also, Li et al. [138] gave a crowdsourcing system, which receives the tasks from the

requester and share them between the workers to solve them, the framework does not consist on

third part. The tests show that the system is scalable and applicable.

Nagothu et al. [139] suggested a secure smart service consists on the microservices model

and blockchain mechanism, their goal is to make a reliable decentralized system and give a tam-

per proof of data in the insecure system. The idea is as follows, each microservice records its

collected information in its dedicated database. Then, the master database combines these mem-

orizations, after that the miner node extracts its hash which will be added in the new block of the

blockchain. They used the smart contract to give the authorized access to the videos captured by

the surveillance cameras, the fogs that are near to the edge process in the real time the videos of

the cameras, while the cloud computing performs high protection tasks as the reorganization and

discovering the malicious intents. The contribution lacks the application and analysis of the ob-

tained results to confirm the effectiveness of the proposed hypothesis. They did not give examples

to support the hypothesis, such as object-recognition algorithms, security protocols and hashing

mechanisms.

Sergii et al. [140] applied the Rolling Blockchain concept to the WSNs deployed in the smart

city. The proposed network is considered as distributed servers, where, they contain the blockchain

of their sub-clusters and the total blockchain. Since, the WSNs have a low capacity memory, the

size of the blockchain depends on the parameters of the "worst" memory node. They gave the

mathematical model for the complete chain and the segment of the chain that is removed from

the original chain. They constructed a linear distribution of sensors in order to conclude if the

network find a new path between two WSNs after the randomly removing of the links. Thus, when

they increased the level of attacks (proportion of edges removed), the network always creates an

alternative paths until its break down, so the WSN network is scalable. The experiment part did not

test the integrity of the data recorded in their proposed blockchain structure. The recording of the

blockchain in the WSN makes the network constrained by the worst sensor. The proposed network
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structure imposes the sensors to apply the blockchain operations (verification, confirmation and

storing) that affect the energy storing, the processing and the memorizing capacities which are

limited in the sensors.

Jia et al. [141] concerned with increasing the level of protection on the crowd sensing net-

work by the blockchain technique. The network consists of three parts, intelligence crowd sensing

networks, confusion mechanisms, and blockchain. The crowd sensing network contains sensors

to collect the information users that will be sent to the confusion mechanism. This latter regroups

the sensors into 10 nodes, one of them is miner which creates a new block of information. Then,

the confusion mechanism integrates the received data in the blockchain, it gives the users virtual

coins and puts the encrypted data in the server. After that, the server stores the users’ information

and motivates the sensor to collect the information. Their contribution encodes the user infor-

mation using Confusion Mechanism Encode Algorithm (CMA-E) and hashes the blockchain data

by Merkle tree algorithm. They created an information storage system through android applica-

tion that records the data by traditional and CMA-E methods, where a large percentage of people

used the second method. However, the complexity of the Merkle tree algorithm is expensive Tn

= O(3n). The encoding algorithm is not strong (it can be broken) since it relies on symmetric

cryptography techniques.

Cebe et al. [142] create a framework based on the blockchain technology for the forensics

of the accident vehicles, it is composed of a forensic daemon inside the vehicle which receives

the information from the Event Data Recorders (EDR) and broadcasts Basic Safety Messages

(BSM). The forensic daemon publishes the EDR and BSM to the insurance company and the car

manufacturers, these latter collect those data to analysis its. The framework does not focus on

the types of wireless communication technologies that require high data transmission speed and

protection.

Jordi et al. [143] achieved an access control framework through LISP control plane and the

blockchain implementation (Hyperledger Fabric 1). Its architecture based on three layers, the first

layer is the policies defined by the administrator, that grants the users to access the resources,

the second layer is the blockchain which stores all users, companies, and policies; and the third

layer is the network which is a set of users, resources, protocols that achieve the access operations

(requests-responses). The idea was tested on experiment and verified in terms of scalability and

1an open-source implementation of a permissioned blockchain
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network latency. On the other hand, its contribution does not concentrate or lack of validation

users, also, the structure of block is very basic.

Islam et al. [144] enhanced the IoT system by a permissioned blockchain which is consisted

on the access control model. The latter is implemented in Hyperledger Fabric which is called

Attribute Based Access Control (ABAC). Its proposition collects all of : 1) Actors which are the

resource provider and the requester, 2) Components that are a local IoT network and the blockchain

, and 3) Resource access process by the requester. With the tested system, they adjusted the values

which serve its experiment. The result showed that, the access request of its access control system

is faster compared to the public blockchain. On the other hand, the latency increases by increasing

the number of attributes in the policy.

The goal of Novo [145] is to propose a decentralized access control system for the IoT devices

by using the blockchain technology. The system is composed of WSNs, Managers are responsible

for the access control permissions, Agent node deploys the smart contract, smart contract contains

all the operations allowed in the access management system. The blockchain network which can

be readable from all but only written by the private nodes and Management Hubs that are interfaces

which translate the CoAP message received from IoT devices. He evaluated the overall delay of

the architecture when including the management hub nodes.The performance of the IoT device is

acceptable, but the solution had a waiting issue of the blockchain network to release access control

information.

5.3 Blockchain Concepts for Smart Cities

Smart City components (buildings, government, healthcare, ) are unified by unique information

system, the latter is based on smart objects that differ in their degree of sensitivity, some of them

are less, average and highly privacy, for example, at a smart zone, the fixed phone is a public

tool, while the personal information server is more private. In addition, the position of users can

determine the accessibility of these objects, for example the factory administrator has the authority

to access workers’ personal information while other workers are denied. Tasks issued by the users

play a major role in setting priorities, even if the users ’positions differ, for example, the ordinary

user who wants to raise the level of computer protection has priority over the administrator who

wants to read information of low importance that can be accessed later
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It is known that the digital world is threatened by attacks carried out by hackers, criminals,

government agencies, and terrorists [248]. The absence or weakness of access policies may cost

the organization (government, economic, education, etc.) heavy losses. However, the policies

implemented by the companies are not effective enough because they focus on one aspect which

is the employees [int_2]. For example, Russian hackers gain access to the servers of government

agencies and employees, in addition to the national security threats, the United States of America

has spent billions of dollars to address this problem [249].

The blockchain [250] is a digital technology, which was exploited in 2008 by an unknown

person, its pseudonym is Satoshi Nakamoto to create the Bitcoin currency. This technology de-

pends on decentralization, meaning that all the parties included in the network have the right to

see the content of the information stored in the blockchain, and they also have the right to validate

or reject the operations. The blockchain is difficult to falsify due to its copies are distributed to all

members of the network, the mining operations need a period of time for each new block, and all

blocks are related to each other using hash technology, so, the modification in one block requires

a modification of the owned blockchains and all distributed blockchains on the network, but this

operation is difficult to achieve. These features guarantee to the users the transparency and the

integrity of data.

5.3.1 Hash Function

The hash is a code of fixed size, and any information has its hash through applying a set of arith-

metic operations. It is characterized by:

• The arbitrary message size: It applies to information of any size.

• The length of the output is fixed: The hash size is fixed regardless of the size of the input

data.

• Efficiency: The calculation process is easy and does not cost much resources.

• Collision resistance: It is impossible to find the inputs x and y when Hash(x) = Hash(y).

• Preimage : For any input x, the generated output h cannot be found, Hash(x) = h.
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• Second-Preimage : For an input x and its hash Hash(x), the input y cannot be defined if

its hash is given Hash(y) and equals the first hash , where, Hash(x) = Hash(y).

Many proposed hash algorithms have been improved to achieve a solid one. Table 5.1 [251]

represents the most used algorithms and the difference between their proprieties including block

size, word size, output size, the number of rounds and logical operations.

Properties Name of Algorithm

MD5 RIPEMD
-160

SHA-1
SHA-
2256/
512

SHA-
3256/
512

Block
Size 512 bits 512 bits 512 bits

512/
1024 bits

1088/
576 bits

Word
Size 32 bits 32 bits 32 bits

32/64
bits

320/ 320
bits

Output
Size 128 bits 160 bits 160 bits

256/ 512
bits

1600/
1600 bits

Rounds 18 80 80 64/80 24/24
TABLE 5.1: Comparison between the hash functions [251].

The secure hash algorithms are threatened by many attacks that can exploit their vulnerabili-

ties. Table 5.2 [251] shows the possible cryptography attacks that can break the security of hash

functions. There are other contributions that aim to prevent or reduce their weaknesses such as

[252–255].

Algorithm Type of attacks Complexity

MD5 Collision 239

Fast Collision 218

RIPEM-160 Collision 267

Preimage 2158.91

SHA-1
Collision < 269

Collision 261

Freestart Collision -

SHA-2 256 Preimage 2255.5

512 Preimage 2511.2

SHA-3 256
Practical Collision and

near-Collision
-

512
Possibility first

Collision
-

TABLE 5.2: The vulnerabilities of the hash functions [251].
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5.3.2 RSA Cryptography Algorithm

There are two types of cryptography, "symmetric" and "asymmetric". The first one bases on a

single key, that is used to encrypt and decrypt the information, while the asymmetric function uses

two keys, the public and the private key. The public key encrypts the data and the private key

decodes it (vice versa ). This last type of cryptography is more secure because the private key is

propertied by the owner and is not distributed in the network, unlike the other which is known

by the all users. RSA is an asymmetric algorithm, fast and high encryption ratio [256]. RSA

algorithm passes by five steps to generate its keys:

1. Choose two prime numbers p and q.

2. Calculate n where, n = p×q.

3. Calculate λ (n) (Carmichael’s totient function), where λ (n) = (p−1)(q−1).

4. Choose an integer e strictly less than λ (n), where, PGCD(λ (n),e) = 1.

5. Compute d, as d ≡ e−1(modλ (n)).

The RSA public key (e,n) encrypts the data M, and the RSA private key (d,n) decodes the en-

crypted data M′, as follows.

• M′ = Me Mod n, and

• M = M′d Mod n.

5.3.3 Blockchain

It is a series of blocks (Figure 5.1) where each block contains at least: the information to be

stored, its hash and the hash of the previous block. All users spread on the distributed network

have the same blockchain. If a user wants to include an information in his blockchain, this latter

will be verified by comparing it with all the other distributed blockchains. If the new block is

accepted through at least 51% of users, this new block will be distributed over the network level

and stored in all other blockchains. In the case where, the user is a malicious and he tampers with

his blockchain to serve its interest, other parties will notice the change and the false information
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will not be included. So the blockchain technology is based on transparency and does not depend

on a trusted third party which manages the processes.

Other type of blockchain named a Smart Contract, which is a set of conditions agreed upon

by all network users, it is applied automatically if achieved, e.g, with banking transactions, the

smart contract can contain a condition saying that if a user sends an amount of money to another

user without delay in the deadline, the sender will benefit from a 1% bonus, the process will be

applied automatically and with everyone’s consent.

FIGURE 5.1: Basic Blockchain Structure.

5.4 Framework

A smart city has different types of information/data that can change the structure of blockchain,

e.g., measurement of sensor buildings, buying and selling operations, police reports, etc. First, we

show the deployed blockchain structure. Fig.5.2 represents our structure that fits with a smart city

need, and it is is composed of six fields.

1. Previous Hash: It is a copy of the previous block hash, as for the genesis block is distin-

guished by zero.

2. Data: Its form depends on its domain of use (e.g., WSN information, worker’s personal

information, etc.). Data can be readable from all network users, otherwise, the user encrypts

its clear data by its RSA public key. Consequently, he should be the only one who can

decrypt the message.
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FIGURE 5.2: Blockchain Structure.

3. Signature: The data privacy guarantees that its owner is the only one who created this

block. This condition is achieved through the digital signature, where, it is a digital fin-

gerprint that confirms the identity of the user. The digital signature S is produced through

encrypting the hash H of the block by the RSA private key (d,n), where S = Hd mod n. To

validate the authentication, the decryption of signature by RSA public key (e,n) must equal

the hash of block, where, H = Se mod n.

4. Proof of Work: It is a value used to create a hash that satisfies a pre-existing condition.

It is difficult to find this value in some conditions due to the many generated possibilities.

In this case, miner tools are characterized by power-full processors, they have the ability

to generate the required hash, the main role to use Proo f o f Work is to reduce the number

of attackers. Of course, the degree of difficulty of the condition is related to the sensitivity

of the information. In some information of less importance, this part can be excluded. For

example, what is the value Proo f o f Work for a resulting hash starts with 72 zeros? The

hashing process must be calculated 271 times, and a normal computer takes thousands of
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years to find this hash.

5. Public Key: The approach consists of RSA public key, it is better if its size is 2048 bits or

4096 bits (high-strength key, very high-strength key respectively) according to the sensitiv-

ity of information. The public key has two roles, encrypting personal data and checking the

validity of the signature included in the block by other users.

6. Data Hash: The hash of data is generated by Algorithm 5 where it uses SHA-1, SHA-2,

SHA-3 and SHA-5 to prevent the vulnerabilities of each one. It hashes the hash of a new

block with the hash of the last block, and the obtained hash will be hashed with the hash of

the block before the last, etc. The hash operation will be repeated ten times, except when

the size of the the blockchain is less than ten blocks, where, the process will be repeated

with the same number of blocks.

Algorithm 5: Hash Blockchain Algorithm.
1 Hash← SHA5(SHA3(SHA2(SHA1(New_DATA))))
2 if NB >= 10 then
3 n← 9 // NB is the size of the Blockchain. n+1 is the number of the

previous block that will be hashed
4 else
5 n← NB−1
6 end
7 for i← NB to NB−n by −1 do
8 Hash← SHA5(SHA3(SHA2(SHA1(Hash+Hash_Block[i]))))
9 end

10 return Hash

5.4.1 Integrity Framework

5.4.1.1 Blockchain Network

The blockchain network included in the smart city is a distributed network, where, each part can

connect to the other as illustrated in Figure5.3 by containing the following components.

IoT device: It is an electric device that can receive, send, process, store, encrypt and decrypt

data. Mostly, it has low storage, processing and energy consumption capacities. As the case of
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FIGURE 5.3: Blockchain network.

smartphones, tablets and WSNs, those characteristics do not allow them to store the blockchain in

its limited memory.

Manager: It is an unconstrained device that can be under many types of hardware like server,

computer or raspberry that featured by high capacities, which provide the IoT devices access

to their blockchains. Moreover, the validation and confirmation processes are provided by this

component. Since, the MAC address is a unique ID in all the network devices and it can identify

248 objects, so, it is considered as the best identification, especially with the increasing number of

IoT devices. Thus, the manager records in its memory the MAC of the registered devices, their

RSA keys and their passwords.

Miner: In our proposed network, the mining component has two roles, the first is to create

a valid hash through hashing the data and the proof of work together. The generated hash has to

respect a predefined condition. The time length of the operation depends on the condition set. All

these configurations are to prevent ordinary users from generating random blocks. The second

role is to create the RSA keys for each user.
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FIGURE 5.4: Advisor Tasks.

Advisor: It is the first installed component in the blockchain network, and it has two functions:

A. Record New Manager: it is summarized in Figure 5.4(a) and it has the operations:

1. Record me and give me the dominant blockchain.

2. Request the blockchain.

3. Get the blockchain.

4. Grant the dominant blockchain.

B. Grant the Mangers Addresses: all managers that need to validate their new blocks require

the addresses of other network managers. This task is applied by the advisor as illustrated in

Figure 5.4(b).

1. Store the managers addresses.

2. Request the managers addresses.

3. Provide the addresses.

5.4.1.2 Blockchain Management

It is better if the distance between the devices is close and the connection is wired, also, the

communication between them bases to a secure channel such as DTLS protocol, to avoid the Man

In the Middle attacks (MIM)[257]. In every home or building can be equipped at least with a

manager and a miner. Further, if the IoT device has a high storage and processing capacities, it

can work the role of the manager and the miner. This case is more secure due to it avoids the Man
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In the Middle attacks (MIM). In the following, we identify three main management operations in

the blockchain network.

New Manager. Figure 5.5 illustrates the phases applied when a new manager wants to join

a network of the blockchain. First, the new manager contacts the advisor, this letter records its

address, then, it extracts the dominant blockchain from the other managers. Finally, the advisor

provides the blockchain to the new manager.

New_Manager Other ManagerAdvisor

Send ( Address )

Request_BC ()

Send_Dominant_BC ()
Get_BC ()

Record (Address)

FIGURE 5.5: First New Manager Processes.

User registration. As shown in the sequence diagram of Figure 5.6, the IoT device sends

a register request to the manager, that checks the existence of the device in its memory. If this

operation is a first inscription, the manager requests the miner about the public and the private key.

Then, the miner generates a random pair of keys for the new device. The manager records this

pair of keys with the ID (MAC address) of the subscribed device, and it gives a password through

hashing the private key. Finally, it provides the password and a message of success to the IoT

device.

Add a new block with a secure data. Figure 5.7 illustrates the processes applied when the

device wants to share a new data in the network. First the manager authenticates the device, if the

it is registered previously, manager grants the access to the IoT device, otherwise the session will

be stopped. The authenticated IoT device adds its data in the manager. Then, the latter requests

the advisor about the addresses of the managers checker, and after getting addresses, the manager

prepares the new block through encrypting the received data with the public key. Consequently,

the manager requests the hash from the miner, after the creation of the hash, the manager creates

a new block through the information mentioned previously (Figure 5.2). It contacts the managers

which compare their blockchains with its blockchain and test the correctness of the new block
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IoT_Device MinerManager

alt

[MAC_Not_Exist]

Check_registration()

Request_Key()

Provide (Private_K, Public_K)

Success (Msg, Hash_Private_k)

Fail (Msg)

Register (MAC)

FIGURE 5.6: Registration operation in Manager.

information through checking the device signature by the public key. Also, it verifies if the gen-

erated hash from the concatenation of data and proof of work respects the condition defined in

the miner. If the device operation is legitimate, the manager attributes all the network managers

the new created block, else, the blockchain does not match more than 51% of devices, or the new

block contains wrong information. So, the new creation process will be canceled.

alt

[Is_Authenticated]

IoT_Device Miner Other
Managers

Manager Advisor

alt

[BC== True && New_B ==True]

Add (DATA)

Send_Hash (Hash, Proof_W)

Send (Addresses)

Request_Address ()

Success (Msg)

Request_validation ()

Create_Block ()

Fail (Msg)

Encrypt (Public_k)

Access_BC ()
Test_validation ()

Authenticate (MAC, Hash_Private_k)

Check_Authentication ()

Request_Hash (DATA)
Hash (DATA)

Fail (Msg)

Confirmation (Msg)

Add (New_Block)

Set (New_Block)

Add (New_Block)

FIGURE 5.7: Add new block with a secure data.
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5.4.1.3 The dominance of fraud

Our proposed blockchain network depends on the dominant blockchain in the network. This

concept may impose a weakness when the malicious users dominate the majority of the network

(or more then 50% malicious). The attackers will participate a single malicious blockchain that

serves their interests, causing a loss of network reliability. This risk occurs in two cases, when

spreading malicious managers in the network, or when hacking managers.

We propose Validation through Confidence - Algorithm (VCA) 6 against this type of threat. It

should be installed in all the managers of network before the attacks occur.The algorithm consists

of the "confidences criteria variable" given to the managers. This variable is increasing if the

verification processes are correct. The variable will be converted into ranks in order to classify it

with the others manager. (e.g. Table.5.3).

Manager
Confi-
dence

Criteria
Rank

M1 100 A
M2 97 A
... ... ...

M50 80 B
... ... ...

TABLE 5.3: Classify the Managers.

VCA defines the interesting ranks and their ratios of managers which will test the new block,

the chosen random managers will be recorded in a table. It passes the new block to the managers

in order to count the managers which accept this block. If the ratio of the acceptation decision

equals the ratio of rejecting decision, the algorithm will extract a new random population. If the

ratio of the acceptation decision is the greater, the new block will be shared on the network to add

it with all managers, in addition, it increases the confidence criteria of the managers which accept

the new block, then, it deletes the addresses of the managers which reject it from the advisor and it

initializes their confidence criteria. Otherwise, if the ratio of the rejecting decision is the major, the

new block will be ignored, in addition, it increases the confidence criteria of the managers which

reject the new block and it deletes the addresses of the managers which accept it from the advisor

and it initializes their confidence criteria.
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In our proposition, VCA can decrease the confidence criteria of the managers which have

minorities decision instead of deleting them from the network (to reduce the punishment). Also,

we do not install the VCA in the advisor due to:

• Make the blockchain network distributed.

• Maintaining the transparency concept where the users are the owners.

• The damage of the advisor by an attack (e.g., Distributed Denial-of-Service (DDoS) [258])

cause the absence of the VCA service.

Algorithm 6: Validation through the Confidence Algorithm (VCA).
1 Define the rank and its ratio // e.g: Rank_A ← 60% ; Rank_B ← 20%

do
for i← 1 to N do

Confidence [i]← Random(Rank) // N: The number of the nodes
chosen

/* Fill the confidence table by random nodes */
end
for i← 1 to N do

Res← Block_accept(Confidence [i], NewBlock)
if Res == True then

decision_Accept ++ // Count the nodes which accept the new
block

end
end

while decision_Accept_ratio == 50
if decision_Accept_ratio > 50 then

Add_Block(NewBlock)
Increase_Node() // Increase the confidence criteria of the nodes which
accept the new block

Delete_Node() // Delete nodes which reject the new block
else

Increase_Node() // Increase the confidence criteria of the nodes which
reject the new block

Delete_Node() // Delete nodes which accept the new block
end
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5.4.1.4 Verification time

The continual increase in the number of nodes and blockchain size in the network causes a decrease

in the speed of sharing blocks. Equation 5.1 calculates the time spent (T) in order to check the

blockchain of the manager created by others managers, where N is the number of managers, S is

the size of the blockchain and B is the time spent to check one block.

T = N×S×B (5.1)

To solve this problem, we determine the ratio of managers checkers τ1 and the ratio of the

blocks which will be verified τ2. We note that the blocks that must be verified are the last blocks

of the blockchains for quick access to them. The new time ⊤ will be calculated through Equation

5.2. We substitute Equation 5.1 into Equation 5.2, and the final equation will be Equation 5.3.

⊤= τ1× τ2×N×S×B (5.2)

⊤= τ1× τ2×T (5.3)

The curve presented in Figure 5.8 displays the time spent ⊤ in terms of the ratios τ1 and τ2,

considering that the original time T is one minute. Note that the smaller the two ratios τ1 and τ2,

the smaller the time it takes to verify the blockchain ⊤. However, too much decrease in the two

ratios may cause the network to lose its robustness.

5.4.1.5 Theft the private key

The integrity of information and privacy of users are depended on the private and the public keys

generated to any device. If the private keys will be attacked by the sniffing attack, the blockchain

network will lose these features. The solution is to create a secure channel between the miner (gen-

erator), the manager (decrypt and sign) and the IoT devices (reader and writer). Table 5.4 shows

the possible secure network protocols which can be used to protect the end to end communications.

We rely on the following cretiria in our framework to select a secure channel.
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FIGURE 5.8: Time taken in terms of the ratios τ1 and τ2.

• Implementation of Software: the secure protocol should support the used layer in the

communication software.

• Capacity of Devices: certain devices have a limited memory and CPU, which do not sup-

port the large frame size of the communication protocols.

• Energy Consumption: the protocols which have a large size and expensive cryptography

algorithms cause a high energy consumption, so, they can not fit some constrained devices.

• Type of Threat: the type of network attacks (e.g., sniffing, spoofing, tampering, etc.) de-

termines the encryption algorithm used that protocols support.

5.4.2 Access Control Management

Our access control system named Subject-Object-Task System (SOT−S) consists on three en-

tities, Subject S, Object O and Task T, where:
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Protocol Layer Size Cryptogra-
phy

IEEE 802.15.4 Physical layer 127 bytes

AES
(Advanced
Encryption

Standard) with
a 128b key

length

IPsec/VPN Network layer
136 bytes with
tunnel mode
encrypting

Triple DES or
AES

Transport
Layer Security

(TLS)

Transport
layer

16 KB
AES,

Camellia or
ARIA

Datagram
Transport

Layer Security
(DTLS)

Transport
layer

DTLS.v3, in
theory up to
2ˆ24-1 bytes,

in practice
many

kilobytes

AEAD which
is based on

AES

Secure Shell
(SSH)

Transport
layer

35000 KB or
less

AES,
Blowfish,

3DES,
CAST128,

and Arcfour

TABLE 5.4: Characteristics of secure protocols.

• Subject S: is a human, a software, or a machine which gives the commands to the objects

O in order to achieve a tasks T.

• Object O: Applies the tasks T after receiving commands from the subjects S.

• Task T: is reading or updating actions applying from the object O to achieve the subject S

goals.

SOT−S achieves two issues, the first is the "Authorisation" which gives the subject S per-

mission/rejection to the object O for a specific task T. The second issue is setting priorities for

subjects S to gain access to the object O. Both issues consist on common formula, Eq. 5.4.

A(i, j,k) = Si×O(Ok,Si)×T j (5.4)
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Eq. 5.4 calculates the value of access A(i, j,k) by multiplying the subject value Si in the

network by its task value T j and the relationship of the target object to the subject O(Ok,Si).

Authorisation issue. Some subjects S which have low values, and want to access to a

sensitive object O (have high value) with low task value, they will be rejected due to the low value

calculated by the Eq. 5.4, and vice versa with the subjects S and tasks T which have high values.

This correct logical principle will be applied through defining thresholds Threshold(Ok, T j) to

determine the value needed to access the object O by the task T. If A(i, j,k) ≥Threshold(Ok, T j)

is true, the subject Si has the access, and vice versa (Algorithm 7).

Example. Figure 5.9 presents the correctness of this principle. The smart area has two subjects

"Engineer" and "Technician", and two objects "Users accounts" and "Sensor". Both subjects want

access to the objects by the tasks T1 (Turn on/off the sensor) and T2 (view the data). The parameters

values on the smart area are shown in rows (Figure 5.9). Table 5.5 shows the requests access that

can be authorized or rejected through applying the Eq. 5.4. Note that both requests are authorized,

except the last one, because in this latter the Technician has a low value for accessing a critical

object as "Users accounts".
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FIGURE 5.9: Example of Permission and Rejection Cases
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Request Calculation A(i, j,k) Response

Engi-
neer
turns
on/off

the
sensor

Engineer × T1 × O(Sensor,Engineer)
= 10 × 2 × 10 = 200

⇒
A(i, j,k) ≥ Threshold (Sensor, T1)

✓

Techni-
cian
turns
on/off

the
sensor

Technician × T1 ×
O(Sensor,Technician)
= 5 × 2 × 10 = 100

⇒
A(i, j,k) ≥ Threshold (Sensor, T1)

✓

Engi-
neer

views
the users
accounts

Engineer × T2 ×
O(U_Account,Engineer)

= 10 × 5 × 10 = 500
⇒

A(i, j,k) ≥ Threshold (U_Account, T2)

✓

Techni-
cian

views
the users
accounts

Technician × T2 ×
O(U_Account,Technician)

= 5 × 5 × 5 = 125
⇒

A(i, j,k) < Threshold (U_Account, T2)

✗

TABLE 5.5: Permission/Rejection the requests access cases.

Priorities issue. Whenever the value obtained from Eq. 5.4 for a subject S which uses the

object O in a task T is greater compared to other subjects which want to use the same object O,

the priority will be given to the subject S through Algorithm 8. As example, Figure 5.10 and Table

5.6 shows the correctness of this principle. The rank of the requested access in the smart areas

is related to the affect of their parameters (S,O and T). In case1, the priority was given to the

request A1 since the Engineer has a greater value compared to the Technician1. In case2, although

the Technician1 has small value compared to the Engineer, but his task is more important, so

Technician1 has the priority. In case3, although Technician1 and Technician2 have the same value

and they want to access to the same object (Sensor2) with the same task (T2), but the priority will

given to the Technician2 because Sensor2 is under the responsibility of Technician2.
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Algorithm 7: Permission Access policy
1 if A(i, j,k) >= T hreshold(Ok,Ti) then
2 return True
3 else
4 return False
5 end

Algorithm 8: Subjects Access through Priorities.
1 StructureAccess

Sub ject,Ob ject,Task
2 Access : Tab_access[]
3 Tab_access[]← Get_Access() // Fill the parameters values of all access

requests
for i← 1 to Tab_access.Length do

A←Calc_A_V (Tab_access[i]) // Calc_A_V(): Calculate the Access
Value

if A > MAX then
MAX ← A
MAXi← i // Get the index of the subject which has the max
priority

end
end
return MAXi

5.4.2.1 Access Control Blockchain

For a better access control management, we consider five types of blockchains, the difference

among them is at the type of the Data (see. Figure 5.11):

• Subject-Blockchain: Every new subject which joins the network is registered in the blockchain

by creating his own block, that contains its ID, position, value and date of creation.

• Object-Blockchain: Every object should be valued for network subject through deter-

mining in each block the following parameters: ID object, ID subject, value and date of

creation.

• Task-Blockchain: The tasks that the users perform are coded and valued by the parameters:

ID Task, value and date of creation.
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FIGURE 5.10: Example of Access Control with Priority.

• Threshold-Blockchain: Every task applied to an object must equal or exceed a threshold

defined on this type of blockchain, that is characterised by: ID Task, ID Object, value and

date created.

• Smart contract: We have two types of policies (Algorithm 7 and Algorithm 8), they are

integrated in this type of blockchain by specifying the parameters: ID Policy, Rules (or

policies) and date of creation.

5.4.2.2 SOT−S Network

The Network distributed over the smart zone, regardless its size (smart factory, smart building,

smart city, etc), is composed of four parts: Advisor, Miner, Sub ject and Ob ject. These types are

described in a common tuple Type =< ID,Func,Numb,Comm >, where:

• ID: is a set of unique identities, that reference the components system, such that: i f ID ̸=∅

∧ id1 ∈ ID⇒ ∃!id1.

• Func: is a set of actions applied by the component through exploitation the inputs In,

where: Func = {Func1(In1, .., Ini), ...,Funcn(In1, .., Ini) | i,n ∈ N}.
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Affect
of

Concurrent
Requests

Comparison the Request
Access Response

Subject
S

Case1

Both the
Engineer and
Technician1

wants to
configure the

Sensor1

A1 = Engineer ×
O(Sensor1,Engineer) × T3=

1000.
A2 = Technician1 ×

O(Sensor1,Technician1) ×
T3=500.
⇒A1 > A2

The
Engineer
has the
priority

Task
T

Case2

The Engineer
wants to view

the data
collected from
the Sensor1,

and the
Technician1

wants to
configure the
same sensor

A1 = Engineer ×
O(Sensor1,Engineer) × T1=

200.
A2 = Technician1 ×

O(Sensor1,Technician1) ×
T3=500.
⇒A1 < A2

The
Technician1

has the
priority

Object
O

Case3

Both the
Technician1

and
Technician2
want to turn
on/off the
Sensor2

A1 = Technician1 ×
O(Sensor2,Technician1 ) ×

T2= 50.
A2 = Technician2 ×

O(Sensor2,Technician2) ×
T2=250.
⇒A1 < A2

The
Technician2

has the
priority

TABLE 5.6: The Affect of parameters (S,O and T) in determining the pri-
orities.

• Numb: it donates the number of components within the network, where: if ID ̸= ∅⇒

Numb > 0.

• Comm: it is the communication package, that has a set of functions "Conn" which allow to

connect with n components, each type of components has a table of size i, where: Comm =

{Conn1(Type1[i]), ..,Connn(Typen[i]) | i,n ∈N}.

Advisor. It is a logical representation given by Advisor = ⟨IDAd ,FuncAd ,NumbAd ,CommAd⟩,

where:
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FIGURE 5.11: Types of Blockchain.

• IDAd : is a set of constant identifications and it is better to be represented by a MAC addresses,

where: i f IDAd ̸= ∅; ∃ id1 ∈ IDAd ∧ ∀ id2 ∈ IDAd ⇒ id1 ̸= id2.

• FuncAd : combines all processes, where: FuncAd = { Send(in f ), Receive(), Record(in f ),

Create_Block(in f1, .., in fn), Encrypt(Key, in f ), Decrypt(Key, in f ), Sign(Key,Hash) }.

• NumbAd : The Network should contain only one Advisor; where: i f Network ̸= ∅ ⇒ ∃

Advisor | 1 ⩽ NumbAd ⩽ 1.
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FIGURE 5.12: Blockchain Network.

• CommAd : establishes the communication with the following types, where: CommAd = {

Conn(Miner[n]), Conn(Sub ject[n]) }, Conn(Ob ject[n])) | n ∈N ∧ n ̸= 0}.

The behavior of an advisor in the network is summarized as follows:

• Record New Subject: The new network subject contacts the advisor, the latter records its

address (Or ID), then it provides it the blockchains.

• Record New Object: When a new object is included in the network, its ID will be stored in

the advisor’s memory.

• Add New Blocks: All types of blocks (see Figure 5.11) are generated through the advisor.

It shares the new block with all subjects in order to update the blockchains.

Subject. As mentioned in Figure 5.13, the subject has two main roles: access to objects and

validate the access. The subject that want to access to a specific object must obtain the validation

from the subjects network. The latter checks the integrity of its blockchain by comparing its

blockchains hash with their own hashes. They check the authorisation issue (Algorithm 7), and
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checks its priority with another subject connected with the same object (Algorithm 8). If the

verification processes return positive results from the majority of subjects (more than 50%), the

subject can access to the object, else the subject is denied. A subject is represented by the tuple

Sub ject = ⟨IDSu,FuncSu,NumbSu,CommSu⟩, where:

• IDSu: is a set of static identifications proposed to be a MAC addresses, where: i f IDSu ̸=

∅; ∃ id1 ∈ IDSu ∧ ∀ id2 ∈ IDSu⇒ id1 ̸= id2.

• FuncSu: is a set of operations, where: FuncSu = {Send(in f ),Receive(),

Access(Ob ject,Task),Validate_Access(),Cut_Access(),Record(in f )}.

• NumbSu: The Network can be configured by n Sub jects; where: i f Network ̸= ∅ ⇒

NumbSu ∈N.

• CommSu: it grants the Sub ject to connect with the following types, where: CommSu =

{Conn(Advisor[1]), Conn(Sub ject[n]), Conn(Ob ject[n]) | n ∈N}.

Network
Subjects

Subject Object

Send_Current_Access_Value (C_AV)

alt
[Response == True]

Get_Validation (ID_S, ID_O, ID_T, Hash_BC)

Check_Hash ()

Check_Authorisation ()
Get_Current_Access_Value ()

Check_Priority (AV, C_AV)

Calculate_Access_Value ()

Send_Response (False)

Send_Response (True, AV)

Access (ID_S, ID_T, AV)

Set_Parameters ()

FIGURE 5.13: Access Control Processes.
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Object. It is a software or hardware component, accessed by subjects and referenced by ID.

With the high increase of IoT devices, it is better to take the MAC address as an identification for

the hardware components, due to the large number of identities it provides 248. It is described by

the following formulas: An Object is a the tuple ⟨IDOb,FuncOb,NumbOb,CommOb⟩, where:

• IDOb: is a set of unique identifications suggested to be a MAC addresses, where: i f IDOb

̸= ∅; ∃ id1 ∈ IDOb ∧ ∀ id2 ∈ IDOb⇒ id1 ̸= id2.

• FuncOb: is a set of operations, where: FuncOb = {Send(in f ), Receive(), Grant_Access(Sub ject,Task),

Record(in f )}.

• NumbOb: The Network can be equipped with an unlimited number of Ob jects; where: i f

Network ̸= ∅⇒ NumbOb ∈N.

• CommOb: allows the Ob ject to link with the following components, where: CommOb = {

Conn(Advisor[1]), Conn(Sub ject[n]) | n ∈N}.

Miner. It is mining component characterised by a high processing capacity applying two

functions. The first is to generate a hash of the peer (data + proof of work), the hash must re-

spect a predefined condition, where the more difficult is the condition, then the more difficult

is the process. The difficulty of condition depends of the sensibility of the data. The second

function is to create the private and the public RSA keys for each subject. A Miner is the tuple

⟨IDMi,FuncMi,NumbMi,CommMi⟩; where:

• IDMi: is a set of constant identifications that we suggest expressing with a MAC addresses,

where: i f IDMi ̸= ∅; ∃ id1 ∈ IDMi ∧ ∀ id2 ∈ IDMi⇒ id1 ̸= id2.

• FuncMi: is a collection of operations, where: FuncMi = {Send(in f ), Receive(), Generate_Hash(in f ),

Generate_Keys()}.

• NumbMi: The Network has at least one Miner; where: i f Network ̸= ∅ ⇒ ∃ Miner |

NumbMi ∈N∧ NumbMi ̸= 0.

• CommMi: it allows to connect with the types; where: CommMi = {Conn(Advisor[1])}.
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5.5 Experimental Results

5.5.1 Integrity of Information Issue

5.5.1.1 Network Configuration:

This test demonstrates the applicability of the proposition mentioned above (sequence diagrams

5.5, 5.6 and 5.7). The experiment is developed in a JAVA environment by creating a decentralized

network composed of four managers related by the advisor (Figure 5.14(b)), where each manager

has a miner and two IoT devices (Figure 5.14(a)).

(a) The blockchain topology (IoT Devices, Min-
ers and Managers).

(b) The blockchain topology (Manager & Advi-
sor).

FIGURE 5.14: Topology of the Blockchain Network.

The generated information by the IoT devices is encrypted through their public keys which is

provided by the miners, the blockchains of the network are installed in the managers. The P2P

communication depends on the sockets. The hash algorithm 5 searches of the proof of work that

produces with the data a hash which respects this condition: every generated hash should begin

with at least zero. To enhance the integrity of the data and the privacy of the users, the size of the

RSA private keys consists of 2048 bits. We applied a test scenario (Fig.5.15), where the managers

joined by the advisor to get the dominant blockchain, the IoT devices registered in their mangers,

the data was encrypted, validated with the managers, and added in the network blockchains.

5.5.1.2 Integrity Attack

We consider a malicious attacker who changes the data blockchain of one manager in order to

create a blockchain which serves his personal interests (Fig. 5.16(a)). As a next step, the damaged
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(a) Advisor Dashboard (b) IoT Device Dashboard

(c) Manager Dashboard (d) Miner Dashboard

FIGURE 5.15: Registration, authentication and creation block scenarios.

manager receives a request from an IoT device that wants to add its data in the blockchains net-

work. Then, the damaged manager shares the new block with the other managers in order to get

the validation from them. Thus, the network managers find the discrepancy in its blockchain with

their blockchains. As a result, the new block will be rejected (Figure 5.16(b)).

(a) Damaged Manager (b) Received Manager

FIGURE 5.16: Integrity Attack.
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5.5.1.3 Sniffing Attack

The information recorded in the blockchain may need managers and miners with high capacities,

some companies which have effective resources (e.g. cloud computing) can adopt this service for

the benefit of users, in this case, there will be a large distance between the managers and the IoT

devices, causing malicious people that monitor the transmission between the two parties. These

attackers are known as Man In the Middle (MIM), and this type of attack is known as Sniffing

Attack. This threat exposes the network to two dangers:

• Theft the Private Key: If the IoT device which decrypts the encoded message, MIM

steals the private key when the manager send it.

• Monitoring the Clear Messages: In the case where the manager is the decoder and the

encoder, the MIM will monitor the clear information sent between them. On the other

hand, if the manager is the decoder and the IoT device is the encoder, the MIM will only

capture the clear messages sent from the manager to the IoT device.

Although the first attack is less frequent, it is much more dangerous than the second attack,

because getting the private key allows the MIM to view all the victim confidential information

recorded in the blockchain. To avoid these two types of threats, we have chosen the manager as

decoded and encoder machine, in addition, we propose that the communication between the com-

ponents should base on a protected channel by using the secure protocols (Table: 5.4). We applied

a Sni f f ingAttack (Figure 5.17(a)) in order to capture the private key sent from the manager to

the IoT device through the Wireshark tool 2. We chose a capturing consists on the Npcap library
3 that can sniff the loopback packets. After the password request from the IoT device 5.17(b),

our sniffing attack was successful and the Wireshark could capture the password 5.17(c). We note

that obtaining the password -which is the hash of private key- does not enable a MIM to decrypt

the messages. In addition, he cannot imitate the IoT device authentication due to the password is

associated with the MAC address (Unique ID).

2https://www.wireshark.org/
3https://nmap.org/npcap/
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(a) Capture the Private Key. (b) Password Request.

(c) Wireshark Attack.

FIGURE 5.17: Sniffing Attack.

5.5.1.4 The dominance of Attackers

The dominance of the fraud (more than of 50% attackers) in the network makes the original

blockchain lose its value. To prevent this type of threat, VCA (Algo: 6) was installed in the

managers. It consists on the confidence criteria attributed, that is initialised by 1. To guarantee the

legitimacy of the managers, through which, the managers will be divided into three ranks, Rank_A

(their confidence criteria is high), Rank_B (their confidence criteria is average), and Rank_C (their

confidence criteria is low). For each rank, VCA considers the following values: R_A= 80%, R_B=

60%, and R_C= 10%.

We fixed the number of legitimates managers to ten for all the tests as illustrated in Table 5.7.

In the first phase, the network creates a blockchain of ten blocks and all blocks were accepted from

100% of managers. In the other tests, we increased the number of attackers which tampered our

blockchain in order to convert it to a new one and make it the dominant. The results obtained are
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shown as a curve in Figure 5.18. We found that the higher is the threat, the acceptance rate of the

new block is low.

Although the threat level was high in the the third, fourth, fifth and sixth tests (because the

ratio of the threat is more or equal to 50%), the proposed VCA was able to accept the created

block by a legitimate user. It is only rejected in the seventh test, and this does not mean that VCA

has failed in this last test. In this case, a new configuration is created with the values (R_A=80%,

R_B=60% and R_C=5% ), and consequently the new block was accepted with 71%. Thus, most

of attackers are in the rank C, which means, we should emphasize this rank, and focus on a safer

rank such as rank A.

Test T1 T2 T3 T4 T5 T6 T7
Number of
legitimates

10 10 10 10 10 10 10

Number of All
managers

10 15 20 25 40 50 60

percentage of
Attackers

0% 30% 50% 60% 75% 40%
83.3%

percentage of
Acceptation

100% 100% 83% 83% 62% 55% 50%

TABLE 5.7: The ratios of the acceptation of each test.

5.5.2 Access Control Issue

5.5.2.1 Network Configuration

In this part, we will transfer SOT−S to a concrete work in order to confirm its smoothness

and security level. SOT−S components were developed into JAVA APIs. Our final network

(Figure 5.19) is composed of Advisor, Miner, 10 Sub jects and 20 Ob jects. The advisor runs

first, all machines contact it, and it receives the new subjects and objects requests and records

their addresses. In the new subject and object contact, it provides them RSA−Keys of 2048 bits

(High secure) that are generated through the miner machine. Then, the new subjects will receive all

blockchains network. The advisor is the unique machine that creates the new blocks (Figure 5.20).

Then, it shares them with the subjects network, as for the smart contracts, they are implemented

previously in the subject (is not taken from the blockchain), where, the rules shown in the figure
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FIGURE 5.18: Ratios of acceptation of the new block for each test.

are for a description only. The miner is set to the hashing condition, which imposes every hash

generated to start with at least one zero.

As we detailed previously (Figure 5.13), one subject can access to many objects after obtaining

permission from the majority subjects (more than 50%). The latter checks the hash of the subject

blockchains and the results of the smart contracts. Otherwise, the subject applicant receives a ban

message, that explains the most likely reason for denying this access.

The first step of the tests is shown in Table 5.8. These access cases summarize all possibilities

for which access can be accepted or denied. The test showed a smooth application without any

conflict with our proposal and achieves the protection granted by the blockchain.

5.5.2.2 Control the level of protection

This stage confirms the proof of work, since the more difficult the hash condition, the fewer at-

tackers. The hash is produced by combining block data with the proof of work. We conducted
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Advisor

Generation RSA KeysHash + Proof of Work

Miner

Subject 1

Object 1 Object 2

Work Space 1

Subject 10

Object 19 Object 20

Work Space 10
Connect

Access

RSA Keys

Blockchain

FIGURE 5.19: Access Control Network.

FIGURE 5.20: Advisor Dashboard.

increasingly difficult experiments. At the beginning, we did not restrict the miner to any condition.

Then, in the second step, it had to produce a hash that starts with at least one zero. Thus, in the

third step, it had to find a hash that starts with two zeros, and so on. In each experiment, we mea-

sured the time taken to produce a hash. The test results are shown in Figure 5.21. We conclude

that the more difficult the condition, the greater is the duration of finding proof of work.

Some objects of high worth require tightening. This is done by raising its threshold with

each task applied to it as shown by the experiment summarized in Figure 5.22. The number

of accesses was counted for processes with fixed tasks, random subjects and objects. From the
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Subject Object Task Access
Value Threshold

Current
Access
Value

Authen-
tication Priority

Permis-
sion /
Deny

S1 = 5 O(O1,S1) =
5

T1 = 5 125
T h(O1 +
T1) = 100

Null ✓ ✓ ✓

S1 = 5 O(O2,S1) =
5

T2 = 2 50
T h(O2 +
T2) = 100

Null ✗ ✓ ✗

S2 = 5 O(O3,S2) =
10

T1 = 5 250
T h(O3 +
T1) = 40

Null ✓ ✓ ✓

S1 = 5 O(O3,S1) =
2

T1 = 5 50
T h(O3 +
T1) = 40

250 ✓ ✗ ✗

S2 = 5 O(O4,S2) =
2

T2 = 2 20
T h(O4 +
T2) = 30

Null ✗ ✓ ✗

S3 = 2 O(O3,S3) =
2

T1 = 5 20
T h(O3 +
T1) = 40

250 ✗ ✗ ✗

TABLE 5.8: Permission or Deny Access Controls.

FIGURE 5.21: The relationship between the time taken and the difficulty
of the condition.
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obtained results, we conclude that the higher the threshold values for a given task and object, the

smaller is the number of access on it.

FIGURE 5.22: Increase the Difficulty Access through the Threshold.

5.6 Conclusion

In this chapter, we concentrated on the following issues. First, we developed a framework for

protecting smart city information through blockchain technology. Secondly, we developed the

framework, SOT−S, that controls access to objects by users (subjects) while taking into consid-

eration permission and priority concepts. To protect SOT−S parameters, we have included them

within the blockchain. The conclusion of this thesis is presented in the next chapter. It summarizes

the obtained results, and itemizes the next directions that extend the realized contributions.
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Chapter 6

General Conclusion

The city is a large geographical area with a medium or high population density. Also, it is a symbol

of civilization by its adoption of many public facilities in various fields such as health, transporta-

tion, education, finance, industry, etc. These aspects make it attractive to citizens who are looking

for comfort, work, and safety life. This attraction results in challenges that could disrupt the

healthy pace of the city such as increasing population density, high cost, sectors management,

standardization of systems, protection of transmitted and stored information, environmental pol-

lution, etc. Consequently, it required governments and researchers in this field to find solutions

to keep pace with this remarkable change and to advance to a better state than before. The ideal

solution is to make the city smart, by integrating modern technologies such as the IoT, AI, CPS,

ICT, etc. This idea has grown among researchers, especially in the past years, as they have begun

to propose contributions whose results are methodologies, architecture, frameworks, and other

encouraging solutions in various fields (smart buildings, smart transportation, smart health, smart

economy, smart government, etc.). Such solutions should have criteria that help continuity like

data protection, low cost, permanent connection, unified network, speed of implementation, high

quality, in addition, innovative contributions should be scalable, reliable, and smooth. The secu-

rity issue in the smart city is an essential aspect due to the quality of city services depends on the

correctness of the information. Blockchain is a modern technology that has seen great success

after its use on electronic currencies, because it is based on transparency, where all network users

participate in transactions, instead of having a third party manage the operations.

This thesis addressed the issue of protecting smart city information through blockchain tech-

nology. We have divided the work into three main stages, which are modeling, optimization, and

security. In the modeling stage, we created architectures for buildings, and the city where we
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mentioned the digital components (such as protocols, encryption techniques, access control, etc.)

and the physical components (sensors, servers, cloud computing, etc.) distributed over rooms,

homes, buildings, and smart cities, where the supplies are derived from IoT technologies. In the

optimization phase, we sought to reduce the cost and expand the coverage for WSNs (temperature

sensors) taking into account the connectivity constraint. This is done by a developing a tool called,

ISOD-NSGA 2. The latter used the multi-objective optimization algorithm NSGA 2 in addition

to the innovative optimization algorithm (OSP). First, the area of the building is scanned,and take

it as input, then the deploy-able solutions are extracted. The impacts of the obstacles are taken

into account to detect the sensing and communication possibility. At the last stage, we considered

two important aspects in the security field, which are protecting the integrity of information, and

controlling access to devices using blockchain technology. For both sides, we proposed two ap-

proaches that incorporate nodes, communication protocols, and algorithms. We also referred to

the SOT-S (Access Control System), which controls access to devices based on parameters (sub-

ject, object, task). It is based on an arithmetic reliable equation that gives a value indicating the

right or denial of access.

In the future, we attend to expand our contributions by addressing other issues, especially:

• We aspire to take into account more security issues like confidentiality in the network, au-

thenticity, etc, that can be harmed through divers attacks such as hollow flood, Exhaustion,

Wormhole, etc.

• The BC size will be increased through time, so, the constrained devices will have difficulties

adopting it in their limited memory. So, we can address this issue by developing their

characteristics such as using nano memory, or proposing methods that reduce the BC size.

• Improving the latency network is an important issue, so we have to develop methods to solve

it by considering the network parameters (distances, bandwidth, etc) and the geographical

positions.

• Improving the optimal deployment of objects in large buildings while respecting the K-

connectivity constraint and the impact of obstacles on the sensing and the communication

operations. It is interesting also to compare our obtained results with updated ones.
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• Our optimization contribution treats limited issues, therefore, we are interested in dis-

cussing other important issues like the heterogeneous sensors, moving, and environment

phenomena (like reflection, refraction, and diffraction).

• The objects of other smart city domains (healthcare, transportation, etc) are characterized

by different behaviors. So, we can study their interaction with each other through formal

methods and networking techniques.

• In the security part, we intend to extend the developed framework to cover other protection

mechanism like authentication and ensure the availability of the service. Also, our aim is to

apply SOT−S on real devices and use cases. In addition, we seek to compare our SOT−S

with other access control systems by taking into consideration the degree of protection,

smoothness, scalability, etc.
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