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ABSTRACT (TIMES NEW ROMAN GRAS TAILLE 12) 

 (3 INTERLIGNE 12) ------- 
------- 

(TIMES NEW ROMAN  TAILLE 12)     -------�
The character recognition is a significant stage in all document recognition systems. 

Character recognition is considered as assignment problem and decision of a given character, 

and is active research subject in many disciplines. This thesis is related mainly to the 

recognition of the degraded printed and handwritten characters. New solutions were brought 

to the field of the document image analysis (DIA). One finds initially, the development of two 

recognition methods for the handwritten numeral character, namely, the method based on the 

use of Fourier-Mellin transform (FMT) and the self-organization map (SOM), and the parallel 

combination of HMM-based classifiers using as parameter extraction a new projection 

technique. In second place, one finds a new holistic recognition method of handwritten words 

applied to the French legal amount. In third place, two recognition methods based on neural 

networks have been developed for the degraded printed character applied to the Algerian 

postal check. The first work is based on the sequential combination and the second used a 

serial combination based mainly on the introduction of a relative distance for the quality 

measurement of the degraded character. During the development of this thesis, methods of 

preprocessing were also developed, in particular, the handwritten numeral slant correction, the 

handwritten word central zone detection and its slope.     
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 (3 INTERLIGNE TAILLE 12)---- 
------- 
------- 

                                                  RESUME (TIMES NEW ROMAN GRAS TAILLE 12) 
(3 INTERLIGNE 12) ------- 

----------- 
(TIMES NEW ROMAN  TAILLE 12)     -- -------  �

La reconnaissance de caractères est une étape importante dans tout système de 

reconnaissance de document. Cette reconnaissance de caractère est considérée comme un 

problème d'affectation et de décision de caractères, et a fait l'objet de recherches dans de 

nombreuses disciplines. Cette thèse porte principalement sur la reconnaissance du caractère 

imprimé dégradé et manuscrit. De nouvelles solutions ont été apportées au domaine de 

l'analyse du document image (ADI). On trouve en premier lieu, le développement de deux 

méthodes de reconnaissance du chiffre manuscrit, notamment, la méthode basée sur 

l'utilisation de la transformée de Fourier-Mellin (TFM) et la carte auto-organisatrice (CAO), 

et l'utilisation de la combinaison parallèle basée sur les HMMs comme classificateurs de 

bases, avec comme extracteur de paramètres une nouvelle technique de projection. En 

deuxième lieu, on trouve une nouvelle méthode de reconnaissance holistique de mots 

manuscrits appliquée au montant légal Français. En troisième lieu, deux travaux basés sur les 

réseaux de neurones ont étés réalisés sur la reconnaissance du caractère imprimé dégradé et 

appliqués au chèque postal Algérien. Le premier travail est basé sur la combinaison 

séquentielle et le deuxième a fait l'objet d'une combinaison série basé sur l'introduction d'une 

distance relative pour la mesure de qualité du caractère dégradé. Lors de l'élaboration de ce 

travail, des méthodes de prétraitement ont été aussi développées, notamment, la correction de 

l'inclinaison du chiffre manuscrit, la détection de la zone centrale du mot manuscrit ainsi que 

sa pente.  
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INTRODUCTION 
 ------- 

------- 
-------�

 
Today, the majority of information are stored, employed and distributed by electronic 

means. The sweeping modules can convert documents stored on papers into appropriate 

format to the computers. The daily increasing application of analysis systems for digital 

documents has supported the development of text processing digital units in order to obtain 

the information that appears on the digital documents. The digital or electronic document, 

resulting from the dematerialization of the paper documents, is thus on the way to preoccupy 

the companies and the organizations in the broad sense. Today however, it is considered that 

still 80% of the data processed by the companies are in pure paper forms. The considered cost 

of these treatments being about 10% of the sales turnover of the company, one measures the 

impact which could have a numerical solution since this one must be able to better carry out 

these treatments and more quickly.  

The automatic identification of the writing is significant in a lot of applications, for 

instance, reading of postal address and bank check data acquisition at the banks.  These two 

applications concern, for each one, several billion objects per annum. These operations gained 

a considerable interest for the industry as well as the scientific and research community. 

The automatic reading machines of bank checks require an intensive study owing to 

the fact that it has a significant commercial application. That is due to the number of 

significant checks to treat each day in a bank. An automatic reading system must save much 

work in a way to make it possible to recognize half of the checks to be treated with a high 

score. Two types of writing are used in bank checks, namely, the printed text (account 

number, customer name and address) that consitutes a part of the check and the handwritten 

word, numeral character, and signature which represent the part to be filled in by the 

customer. 

The optical character recognition (OCR) is one of the most successful applications in 

the field of the automatic pattern recognition. At the beginning of the Fifties, the OCR 

recognized only the printed documents of high qualities. The actually developped OCR can 

only identify the printed documents of high and medium quality. Current research in the OCR 

is addressed to the document that is not easy to handle by the available systems, by including 
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the documents that are severely degraded. Therefore much of the effort has been made to 

achieve an error rate of substitution and a rejection rate the lowest possible, even with printed 

text of bad quality as in the case of the present work. This kind of recognition system deals 

with the first type of writing mentionned above. 

The goal of the recognition of the handwritten is to transform a written text into a 

representation understandable by a machine and easily reproducible by a text processing. This 

task is not trivial because the words have an infinity of representations due to the fact that 

each person has his own writing style. Thus, the recognition of the writing appears somewhat 

similar to the voice recognition, in the sense that there is a multitude of ways in writing a 

word, which makes this later task quite as difficult. According to the type of writing that a 

system must recognize (handwritten word and numeral), the operations to be carried out and 

the results can vary notably.  This kind of recognition system deals with the second type of 

writing mentionned above. 

The principal goal of these systems is the transformation of the text images into the 

identified ASCII code characters, which is mainly carried out with optical character 

recognition (OCR) systems. After intensive research during several decades, many algorithms 

have been proposed and impressive progress was accomplished in the area of automatic 

character recognition. Most of the share of these achievements is in automatic reading of bank 

checks. In spite of the significant successes reached in the field of the character recognition, 

recognition of the cursive writing, the handwritten numeral and the degraded printed character 

remain a challenge problem.  

In this thesis, we propose new solutions to the problems raised previously, in 

particular, the recognition of the degraded printed character, the numeral and the handwritten 

word. Solutions are also proposed in the preprocessing step of the handwritten writing, 

namely, the horizontal slant correction of the numeral character and the word skew detection. 

 

The three techniques developed within the framework of this thesis present originality. 

The originality of this work is always summarized in the performances reached. This 

originality can be in all the parts which integrate an automatic reading system, in some part or 

only in one part. The goal is that this intervention is likely to increase the performances of the 

system. Our contributions are summarised in the following paragraphs:  

• Preprocessing and feature extraction:  

-New simple and efficient character slant correction based on lower and higher 

character centroids applied to handwritten numeral is developed.  
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-New feature extraction set is developed for off-line unconstrained handwritten 

numeral character recognition. The feature extraction used collects well the 

relevant information of the handwritten character according to different angles 

-New method is introduced for accurate skew correction and central zone 

localization (SC-CZL) in order to detect the three zones, namely, lower, upper 

and central zones. 

• Degraded printed character recognition:  

-A sequential combination method for degraded character recognition is 

developped. It is based on the combination on the Hopfield model and the 

MLP-based classifier using different reject threshold.  

-A method for degraded character recognition is presented. The main idea is 

based on the introduction of a quality measurement parameter of the degraded 

printed character using the Hopfield model at a fixed number of iterations. 

• Handwritten numeral recognition:  

-Handwritten numeral recognition with multiple Markov models is introduced. 

The proposed method combines four recognition systems based on HMM with 

equally and unequally weight. 

-Handwritten numeral recognition using Fourier-Mellin transform and a self 

organisation map is also developed within the frame of thiswork. 

 

• Handwritten word recognition:  

A new global (holistic) handwritten word recognition applied to French legal 

amount is developed. The purpose of this method is to recognize the word in a 

global way from a dilated full form. Its originality is related to the choice of 

the class model or prototype. The objective of the recognition is to arrive at a 

reduced number of candidates and to determine the class to be recognized 

among these candidates. The choice is based on several tests and calibrations. 

 

The work of this thesis consists in developing several recognition systems; it is 

divided into three essential and significant chapters as follows:  

• The first chapter will be devoted to pattern recognition by introducing the basic tools 

relating to document recognition. 
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• The second chapter will present the state of the art, feature extraction and 

classification of a document recognition system. This chapter introduces briefly 

classical and neural network methods related to the methods developped in this work. 

• The third chapter will be devoted to experimental results. This chapter will present 

two parts: the first one deals with preprocessing and feature extraction results and the 

second part presents results of degraded character recognition, handwritten numeral 

and global handwritten word recognition. 
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-- 
------- 
------- 

CHAPTER 1 
DOCUMENT RECOGNITION 

         ------- 

------- 
-------�

1.1 Introduction 

 

The document recognition is defined as being the data-processing techniques of 

representation and decision, making it possible for the machines to simulate the automatic 

reading as a significant behaviour. The goal thus is to obtain programs making it possible to 

reproduce the phenomena of effective human being perception. The task of a recognition 

system consists in equipping the machine with sensorial organs (physical sensors such as: 

scanner, camera,...etc) collecting external information on various forms. It has for objective in 

one part to describe this captured information and in another part to make, on the 

representation thus obtained, a decision of identification by reference to a training set. The 

principal goal of these systems is the transformation of the text images into identified 

characters of ASCII code, which is mainly carried out with the optical character recognition 

(OCR) systems. An OCR system is often composed of a stage of preprocessing [1][2], a stage 

of comprehension and segmentation of document [3][4], a stage of feature extraction [5][6], 

and a stage of classification, [7][8] as shown in Fig. 1.1. The different areas covered under the 

general term "character recognition" fall into either the online or off-line categories (see Fig. 

1.2), each having its own hardware and recognition algorithms.  

 
 
1.2 On-line and off-line systems 
 
 

The on-line systems are real-time operations [9][10]. On-line recognition is dynamic 

whose data acquisition proceeds during the writing using a stylet and a digitizing tablet. The 

continuous response of the system makes it possible to the user to correct and modify its 

writing in a direct and instantaneous way. Off-line recognition, which is the field investigated 

in this thesis, is performed after the writing or printing is completed. It is a static recognition, 

which starts after the acquisition of the whole document [11]-[13]. It is appropriate for printed 

documents and the already written manuscripts.  
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Fig. 1.1 OCR block diagram. 

 

This mode allows the instantaneous acquisition of a significant number of words, but forces to 

carry out expensive preprocessing to find the reading order. In the first case, the space co-

ordinates are regularly sampled and ordered according to the layout while in the second case, 

the data available are the image bitmap documents. It is the latter type of recognition which 

will be considered in our work. 

 
1.3 Analytical and global approaches 
 
 

The handwritten techniques of off-line recognition of the writing can be classified in 

two principal categories: analytical and global (holistic) [14]. In the analytical approach, the 

word is segmented in characters (or pseudo characters), and then identified in various 

characters (or pseudo characters) with the character models [15]. Since many combinations of 

characters are not readable, contextual post processing is carried out to detect errors and to 

correct them using a dictionary [16]. The advantage of this approach is that only few models 

or references are necessary for all the words, and the principal disadvantage is that the 

approach leads to likely segmental errors. In order to solve this problem, some methods 

employ implicit segmentation techniques. They carry out the segmentation and recognition at 

the same time [17]. However, they cannot completely avoid segmental errors. The individual 

character models ignore the relationship among neighboring characters in a cursive word. 

Figure 1.3 (a)-(c) shows the influence of the characters “u” by their preceding characters. 

 

 

 

 

 

 

 

 

Fig. 1.2 The different areas of character recognition. 
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Another type of method is the global or holistic solution [18]-[20], which identifies a 

word like simple entity. The global approach recognizes a word like only one entity by the use 

of its characteristics in entirety without consideration of the characters. The word is 

represented by a vector or a list of primitives independent of the identity of the present 

characters. The global solution can avoid the segmental errors, but it needs at least a prototype 

or model for each word. Because this approach does not treat characters and does not employ 

the relationship among neighboring characters, they are usually regarded as tolerant with the 

dramatic deformations which affect the cursive unconstrained writings [21]. A principal 

disadvantage of the global methods is that the lexicon can be only updated by word samples. 

Therefore it is considered to be tolerant with the deformations which relate to cursive scripts. 

The analytical approaches are sensitive to the style and the quality of writing (see Fig. 

1.4), as they are strongly dependent on the effectiveness of the procedure of segmentation. 

Whereas the global solutions are generally employed in the fields with a lexicon of reduced 

size. Although many algorithms were developed by using the two approaches [11][22], the 

recognition of a word still represents a challenge for the scientific community. 

 

 

(a)                   (b)                      (c) 

Fig. 1.3 Influence of the character “u” by its preceding character. 

 

 

Fig. 1.4 Poor quality handwritten legal amounts. 
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1.4 OCR and imagery 
 
 

Within the framework of the digital libraries, digitalization refers usually to the 

process of conversion, in electronic form, of a document on paper or film. Electronic 

conversion is carried out by imagery, a process which consists in sweeping a document, 

which produces an electronic representation of the original in the form of an image in dot 

mode. The optical character recognition is a later and optional process, which transforms the 

image into dot mode text printed in textual code, thus making it readable with the machine.  

 
1.5 Process of document recognition 
 

The objective of a pattern recognition is the identification of the forms at least as 

complex as those of the training set. The general structure of such a system is illustrated in 

Fig. 1.5. The recognition and the interpretation of the printed writing lie within the general 

scope of the man machine communication. The automatic reading of the printed writing is of 

undeniable interest in the achievement of the tiresome tasks as those which one meets in 

certain fields: reading of the postal cheques, bank checks, reading of purchase orders... etc. It 

offers today an increase of interest with the development of the new methods making it 

possible to communicate directly with the machine in a more natural way. It is in this context 

that our project is registered which aims at studying a handwritten recognition system and for 

printed characters in particular. It is certain that hundreds of thousands of bank checks are 

exchanged daily, which makes the processing operation of the checks expensive [23]. A 

pattern recognition system is composed of the following blocks: 

 
 
1.5.1 Physical world  
 
 

The chain starts from the physical world which is an analogical space of infinite 

dimension, external to the machine, also called form space. The objects in this space are 

described in various ways, with a multitude of properties, of which it would be difficult to 

take account of each one within the pattern recognition. 

 
 
 
 
 



 

   

25 

1.5.2 Acquisition 
 
 

It is an operation of conversion of the continuous physical world towards a discrete 

numerical world. This last called also representation space, in a one or two dimension still too 

significant even if it is finite. The dimension of this space is selected voluntarily large so as to 

be able to have a maximum of information of the pattern. 

 
1.5.3 Preprocessing 
 
 

The number of functions that includes preprocessing step in a recognition system, 

depends strongly on the type of characters to be recognized. Its main objective is to produce a 

well represented version of the original image so that it can be used directly and effectively by 

the feature extraction component of the recognition system [1][24][25]. The objective of the 

preprocessing is to facilitate the characterization of the pattern (character, figure, word) to be 

recognized by: denoising the image representing the pattern, correcting the external pattern 

form, or reducing the quantity of information to be processed to keep only the most 

significant information.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.5 Pattern recognition block diagram. 

 

The image denoising primarily consists in reducing the residual noises due the acquisition 

systems, the quality of the impression and paper. The correction of the form relates to certain 
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slanted or skewed patterns (characters, figures, and words). Thus it is necessary to correct the 

slant and skew of the letters in a word in order to facilitate the segmentation and zones 

detection. The reduction of the quantity of information to be treated can be obtained starting 

from the operations aiming at bringing back the thickness of the feature to a pixel, that is to 

say by squelettisation or starting from extractors of higher, lower or interior contours. These 

operations are illustrated in Fig. 1.6. Thus, the preprocessing includes the follows stages: 

 

-Filtering or noise reduction: The noise is a random error in the value of pixel; it is a value 

usually rising from the reproduction, the digitalization and the transmission of the original 

image [26]. The noise can be divided into three categories: noise dependent on the signal, 

noise nondependent on the signal and black and white noise. The noise cannot always be 

entirely removed; one often uses smoothing to replace the origin pixel value by the average of 

the values of the surrounding pixels. 

 

-Binarisation: The digitized symbolic image presents a great quantity of important 

information. Part of this one is useless; it is convenient to process only the informative and 

useful data [27]. Then the thresholding (binarisation) makes it possible to distinguish an 

object in contrast with a background. The levels of gray are partitioned in two classes black 

and white, where the black represents the object, and the white represents the background. 

The binarization of an image has several advantages, one of the most significant is certainly 

the low memory capacity needed, as well as the simplicity of the operators that are associated 

to it. The operation of thresholding consists in comparing the intensity of all the pixels with a 

value of reference "threshold" [28]. Thresholding techniques can be categorized into two 

classes: global and local. Global thresholding [29] algorithms us single thresholds, while local 

thresholding [30] compute a separate threshold for each pixel based on a neighborhood of the 

pixel. 

 

-Form correction and normalization: In handwritten numeral characters, one of the major 

variation in writing style is caused by slant, skew and size, which are defined as the slopes of 

the general writing trend with respect to the vertical and horizontal lines, and the image size 

respectively. The slant correction operation consists in correcting the tilted character in order 

to return it right. Whereas, the skew correction or deskewing is correction of the character 

horizontal slope in order to return it to horizontal. Size normalization is used to reduce the 
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variation in size. Directly scaling [31] of characters or words to an identical size will result in 

a standard size.  

 

 
 

Fig. 1.6 (a) Original image (b) Filtered image (c) Image binarization and skew detection (d) 
Skew correction (e) Slant detection (f) Contour detection (g) Thining application. 

 

-Contour detection and thining: Contours in symbolic images represent the border between 

the objects, or the limit between two pixels of which the gray levels represents a significant 

difference. The contour extraction consists in identifying in the image the points which 

separate two different textures. Thining operation consists in extracting the median axis from 

a character [32]. The skeleton must preserve the form, connexity, topology and extremeties of 

the layout, and should not introduce parasitic elements. The resulted output is a form of one 

pixel thick. Figure 1.6 illustrates contour detection and thining operations. 

 

-Segmentation: The characters can be produced in attached letters. They can also overlap. 

When it is a question of a character recognition system which must manage to identify 

characters (instead of identifying complete words simply), it is necessary to determine 

(roughly) where a character begins and where it ends [5][2]. It is primarily the goal of the 

segmentation. There are systems [3] which make it possible to classify without segmenting 

explicitly the handwritten word. 

 
1.5.4 Feature extraction 
 
 

The feature (parameter) extraction is in fact one of the essential functions of a 

recognition system. It includes the measurement of the characteristics of the shape of the 

cleaned pattern which are relevant to classification. When the extraction of the 

characteristics is complete, the pattern is represented by a set of features vector that 

represents extracted characteristics. There is an infinite number of possible features that one 

can extract from a finite pattern. It is necessary however to keep only the features that have 

(a) (b) (c) (d) 

(e) (f) (g) 
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a possible relevance for classification. This supposes that during the training phase, the 

features vector should be choosen, according to certain classifiiers, that will produce the 

best results. The features are classified in two categories [36]: structural features and 

statistical features. These two types can be combined forming a vector of features. Several 

techniques have suggested some feature extractors in the character recognition field 

[14][33]-[35]. 

 
 
1.5.5 Training 
 
 

The recognition techniques calculate a certain number of characteristics, which must 

have the maximum of useful information serving as the only data representing the form.The 

training is a key stage in the recognition chain. Its role is to inform the decision using a 

priori knowledge on the patterns. From specific criteria to the patterns, the training tries to 

define references or models to characterize classes of decision. This makes it possible to 

dictate to the system the most adequate algorithm of decision with respect to the selected 

rules of the chosen modelling.  

The training phase consists in characterizing the pattern classes so as to well distinguish the 

pattern of homogeneous families. It is a key phase in the recognition system. One 

distinguishes two types of training: supervised training and unsupervised training. In the 

case of the supervised training, a representative sample of the the patterns set to be 

recognized, is provided to the training module. Each pattern is labelled by an operator 

called professor; this label makes it possible to indicate to the training module the class in 

which the professor wishes that the form be arranged. In the case of the unsupervised 

training, one provides to the recognition system a great number of patterns that are not 

labelled. The classification phase will then be charged to identify automatically the patterns 

that belong to the same class. 

 
1.5.6 Classification 
 
 

Classification is the stage of recognition itself. Its role is to identify the test pattern 

starting from the realized training. The method of decision is often exhibited by the 

training, which means that the criteria used for the recognition are the same as those used 

for the training. Among the techniques used, some are founded on the concept of proximity 
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and require calculating a distance or a probability from resemblance to the defined models. 

Others are founded on the analysis of the structure of the form and rather try to check 

certain coherence in the different substructures. The response of the decision can be, 

according to the case, the name of the pattern in case of good knowledge, several names in 

the case of ambiguity, or the rejection of the pattern in the event of incompatibility of 

description with the forms of reference. 

 
1.6 Methods of document recognition 
 
 

There are several techniques of document recognition (see Fig. 1.7), the most classic 

are the statistical methods [37]-[41], and structural models [40]-[42], which have been 

applied for a long time. Since the beginning of the Eighties, one observed the introduction of 

a new revolutionary method known as connexionnist or neural. The linguistic methods are 

interested in the structure of the forms and have their description in terms of assembly of 

primitive sub forms. The connexionnist methods are based on the networks of formal 

neurons, which are regarded as complex non linear discriminators. The geometrical or 

statistical methods, merge on a statistical characterization of the parameters of the studied 

forms, they make it possible to make a decision of classification of an unknown form 

according to a criterion of maximum probability of membership to a class. The description of 

these methods is detailed hereafter. 

 
1.6.1 Statistical methods 
 
 

This approach consists in determining the extracted features of a given pattern in order 

to characterize them in a statistical way. In this approach, all the methods try to extract from 

the pattern, a set of measurements (such as perimeter, surface...etc) which define and 

distinguishe it from the class to which it belongs. These methods make it possible to make a 

decision of classification on the unknown form according to a criterion of "maximum 

probability of membership of a class". Statistical pattern recognition can be classified into a 

parametric method and a non-parametric method. In the case of a parametric method, the 

probability distribution type of target patterns is defined in advance. With a non-parametric 

method, on the other hand, recognition equipment can be designed only from sample patterns, 

without any prior knowledge. In other words, a non-parametric method can process various 
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recognition patterns that have different probabilistic statistical natures simultaneously and 

easily.  

 

 

 

 

 

 

 

 

 
Fig. 1.7 Pattern recognition methods. 

 
 
 
 
 
1.6.2 Connexonnist methods 
 
 

The connexionnist methods take an increasingly significant share among the methods 

of pattern recognition [43]-[47]. This is due primarily to the neuronal basis of their methods. 

They constitute an alternative to the traditional methods and offer operational solutions to 

solve complex problems on real data (speech, image...etc). A connexionnist model can 

approximate any function, such a model can easily associate the input shape to its class. Thus, 

a problem of classification can be solved by finding a function that associates a set of iput 

patterns to a set of output classes. The connexionnist network will then play the role of a 

transfer function which for a value in input will provide the value of corresponding output. 

For automatic classification, the output value corresponds to a membership class of the input 

value. One can summarize the advantages of the connexionnist techniques by the following 

points:  

• Power of approximation: the multi-layer connexionnist networks in theory are able to 

approximate any transfer function if the number of neurons is sufficiently large.  

• Robustness: as shown by the majority of the experiments in various research [45][47], 

the connexionnist models are very effective for very difficult tasks of pattern 

recognition.  

• Ability to parallel implementation. 

PATTERN 
RECOGNITION 

Statistical methods Linguistic methods Connexionnist 
methods 
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1.6.3 Linguistic methods 
 
 

The preceding techniques indicate many calculations of distance between vectors, 

conditional probabilities and present the major disadvantage to be unaware of the topological 

side and structural form. To solve this defect, the linguistic methods do not regard merely the 

form as a unit of points represented in a geometrical space, but like a set of elementary forms 

or symbols arranged between them and describing the form as well as possible. Linguistic 

pattern recognition can be classified into a syntactic method and a structural method [48]-

[51]. Automatic feature derivation was required to automate the inference of a classifier from 

the raw data. Several statistical inference techniques were developed to overcome this 

problem, but soon the complexity of numerical feature derivation became evident. More 

complex feature representations were required to represent the components of the objects in 

an image, which led to introduction of symbolic features and their spatial relationships. This 

area became known as syntactic pattern recognition when formal language theory was used as 

a way to integrate symbols and their interrelationships, the analysis of samples and the 

inference of grammars and languages from a set of symbolic samples. 

Formal languages appear to be a natural way to deal with the problems involved with 

symbolic features. However, it was soon realized that when the main issue is to emphasize 

feature analysis and a description of their relationships, then symbolic analysis could be 

treated by means of other mathematical tools, such as string, tree or graph matching. This area 

of research became known as structural pattern recognition. 

 
1.7 Multiple classifiers 
 
 
The idea of combining different classifiers for improving their performance received a lot of 

attention in the last few years [52]-[54]. A single feature extraction method and a single 

classification algorithm do not yield a high recognition rate when compared to systems using 

several feature extractors and classifiers [55]. In pattern recognition applications, the 

classification power of a system can be improved by combining several classifiers [56]-[58]. 

Obviously performance of the system cannot be improved if the individual classifiers make 

the same mistakes, thus it is important to use different features and different structures in the 

individual classifiers [59]. In the litterature we can disnguish parallel and serial combinations 

[55][58]. 
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1.7.1 Parallel combination 
 
 
 In the parallel combination, all the classifiers run on the same data in order to produce 

a decision on the class corresponding to the unknown pattern [55]. All these decisions are fed 

into a combiner (see figure 1.8). The combination rules employed by the combiner include 

functions such as product, sum, mean and median. In this type of combination the individual 

classifiers are working independently of each other.  

 
1.7.2 Serial combination 
 
 

In serial combination, the classifiers are arranged in a list, for each pattern to be 

recognized, the first classifier is used to decide if a possible refinement of the decision is 

required by one or more subsequent classifiers. Among different combination architectures, 

the most common are the conditional and the hierarchical ones. In the conditional 

combination architecture, the second classifier is applied only when the first one rejects the 

incoming pattern [58]. The decision of the first classifier in a serial combination is rejected if 

its confidence level falls below a pre-defined threshold. Usually, the initial classifier 

represents coarser decisions than the final classifier [60]. 
 

 

 

 

 

 

 
           
          

               (a) 

                                              (b) 

 

Fig. 1.8 (a) Parallel combination (b) Serial combination. 
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1.8 Conclusion 
 
 

This chapter enabled us to have a global outline of a pattern recognition system, 

namely, the preprocessing, the feature extraction and the classification. We have also 

presented the basics of a pattern recognition system by introducing the tools related to this 

field. Among these basics, in first place, one finds the on-line and off-line recognition which 

constitue the starting point of each recognition system. In second place, one finds also 

different systems based on the analytical and global or holistic approaches. These approaches, 

rest in three types of methods of pattern recognition systems, namely, the statistical methods 

which are the most classic, the structural methods and the connexionnist methods which are 

based on networks with formal neurones. And finally, we end with the introduction of 

combined methods based on the use of several classifiers in serial or parallel manner. They 

have for prime objective to obtain performances largely exceeding those of the single 

classifiers that compose them.  

------ 
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CHAPTER 2 
FEATURE EXTRACTION AND CLASSIFICATION 

 
 
 

2.1 Introduction 

 
 

In this chapter we will present the state of the art in recognition methods, 

namely, the recognition of the degraded printed character recognition, the handwritten 

numeral character and the handwritten word recognition. This will be followed by 

brief explanations of some feature extraction methods that are parts of our developed 

work. This chapter will present also a brief explanation of classical and neural 

network classifiers related to the developed methods in this work.  

The automatic reading of printed text and the handwritten writing is of 

considerable interest in the achievement of the fastidious tasks as those which one 

meets in certain fields: reading of the postal checks, bank checks, reading of 

command... etc. The reading of the bank checks is one of the most significant 

applications of the recognition of the writing. Everyday, a standard bank sorts 

thousands of checks and the operation is expensive. The recognition of the bank 

checks presents a big challenge of research in the field of recognition and document 

analysis. A reasonably high rejection rate could be allowed for the processing system 

of a bank check, but the error rate in the recognition must be as small as possible. 

Thus, the processing system must be able to effectively treat the written data of 

various styles.  

 

2.2 State of the art 

 

A significant number of applications of the handwritten character recognition 

was carried out during the previous decade. Most of these achievements are in the 

reading of postal address and amount of a bank check [14][22]. In spite of the 

successes reached in the field of character recognition [61]-[63], recognition of the 

cursive writing, the numeral character and the degraded character remains a 

challenging problem. The performance of a character recognition system depends 
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significantly on the features used. Therefore, a wide variety of approaches have been 

proposed to try to extract the distinctive features of handwritten numeral character 

[64][66]. 

 

 

2.2.1 Degraded printed character recognition 
 
 

The processing of huge amounts of printed documents is a big task to handle 

economically. In today’s world of information, forms, reports, contracts, letters, bank 

checks are generated everyday in ever increasing amounts. Hence, the need to store, 

retrieve, update, replicate, and distribute printed documents becomes increasingly 

important [22] [67] [68]. 

Automatic reading of bank checks is one of the most significant applications in the 

area of recognition of written data. A local town bank can sort daily thousands of 

checks. The treatment of these checks is expensive [69][70]. Account number reading 

of bank checks is designed in two principal categories. The first one uses the MICR 

(Magnetic Ink Character Recognition) or CMC-7 code which can be processed 

automatically using magnetic machines. The second one uses the usual OCR systems 

for character recognition. The ACN in developed countries is printed in MICR or 

CMC7 magnetic encoding on bank checks as shown in Fig. 2.1. The CMC-7 font is a 

special MICR barcode font. Through the use of specially designed characters with a 

magnetic ink, the error rate for scanning the numbers at the bottom of a typical check 

is smaller than with usual OCR systems. Many OCR systems were developed for 

bank checks processing [67][71][72]. Since the printing and paper qualities of these 

bank checks are high, the OCR is a nearly solved problem. However these systems 

fail when applied to poor quality bank checks, where the printing and paper are of bad 

qualities as shown in Fig. 2.2. 

 

 
MICR 

 
CMC-7 

 
Fig. 2.1 MICR and CMC-7 code numerals and control characters. 
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Fig. 2.2 Poor quality account checks numbers. 

 

Thus the methods that really correspond to this type of checks (for example Algerian 

post checks) are those applied in degraded character recognition (DCR) [1][22][23]. 

The recognition of degraded documents remains an ongoing challenge in the field of 

optical character recognition. This is due to the degradation which could be originated 

from: low quality originals, quantization errors in the digitization process and non 

optimal light and contrast settings. This could come from the copying or scanning 

process, non-sharp or low-contrast printing on the document, transmission errors, or 

paper defects and/or dirty optical or sensor systems. 

In spite of significant improvements in the area of optical character recognition [73]-

[75], the recognition of degraded printed characters, in particular, is still lacking 

satisfactory solutions. Studies on designing recognition systems with high 

performance for degraded documents are in progress along three different aspects. 

One is to use a robust classifier, a second is to enhance the degraded documents 

images for better display quality and accurate recognition, and the third is to use 

several different classifiers [76]-[78]. Many attempts have been made in order to 

solve the problem of the degraded character recognition [79]-[82]. A. J. Elms and J. 

Illingworth [83] suggest Hidden Markov models (HMM) to capture the shape profile 

of the character. This method was applied with some success in recognizing degraded 

printed text. J. D. Hobby and T. K. Ho [77] proposed a method to enhance such 

degraded document images for better display quality and recognition accuracy applied 

to fax images. Outline descriptions of the symbols are then obtained that can be 

rendered at arbitrary resolution. T. K. Ho and al. [78] proposed three methods for 
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class set reranking based on the highest rank, the Borda count, and logistic regression. 

These methods have been tested in applications of degraded machine-printed 

characters and work for large lexicons, resulting in substantial improvement in overall 

correctness. M. Sawaki and N. Hagita [79] proposed a robust recognition method 

based on a complementary similarity measure for characters with graphical designs 

and degraded characters. Their experimental results for newspaper headlines with 

graphical designs show a recognition rate of 97.7 percent. H. Liu et al. [80] used a 

simple post processing algorithm, based on the similarity measure techniques for the 

optical recognition of degraded characters. Tests were carried out on input images that 

may be blurred, rotated, or corrupted by additive Gaussian noise using computer 

simulation. A. Tonazzini1 et al. [81] proposed a recognition system for highly 

degraded printed documents for the purpose of recognizing text characters applied to 

ancient printed texts. They used blind deconvolution and Markov random field (MRF) 

based segmentation techniques, and feedforward multilayer neural for printed 

character recognition. Their experimental results show that the proposed system 

performs a very precise segmentation of the characters and then a highly effective 

recognition of even strongly degraded texts.  

 

 

2.2.2 Handwritten numeral recognition  
 

 

Cariou and al. [82] proposed an original methodology which allows the 

detection and the recognition of multi-oriented and multi-scaled patterns. The 

proposed method was applied firstly to isolated pattern and secondly to connected 

shapes from technical documents representing the network of the French telephone 

operator, France Telecom. They show that the results of the application of this 

technique are very encouraging since the classification rate reaches excellent scores in 

comparison with classical techniques. Sadykhov and Selinger [83] developed a fast 

algorithm for calculation of the Fourier-Mellin moments of binary images for 

recognition of handwritten characters (Arabic numerals). A significant multiple 

reductions in the number of required operations was achieved. Around 90% 

recognition rate was obtained. Adam et al. [84] focused on the computation of a new 

set of features allowing the classification of multi oriented and multi scaled patterns. 
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This set of invariants is based on the Fourier-Mellin transform. The interests of this 

computation rely on the excellent classification rate obtained with this method and 

also on using this Fourier-Mellin transform within a filtering mode with which we can 

solve the well known difficult problem of connected character recognition. Chi et al. 

[85] proposed a handwritten numeral recognition using combined self-organizing 

maps and fuzzy rules. The SOM algorithm was used to produce prototypes which 

together with corresponding variances are used to determine fuzzy regions and 

membership functions. They show that the combination technique achieves 

satisfactory results in terms of classification accuracy and time, and computer 

memory required. Cho [86] presented three neural network classifiers including the 

self organizing maps (SOM) to solve complex pattern recognition problems. 

Experiments were performed with the unconstrained numeral database of Concordia 

University. The SOM classifiers achieved a 96.05 % in the recognition rate. Lim et al. 

[87] proposed a method to classify handwritten numerals using modular neural 

networks with image dithering. The initial clusters produced by SOM learning are 

extended to further include the clusters which overlap each other. Each MLP is 

assigned to each extended cluster. The gating network to combine the decisions of the 

expert MLP networks is designed and trained on such clusters. The experimental 

results demonstrated that the proposed method produces very good recognition 

performance. 

A single feature extraction method and a single classification algorithm do not 

yield a high recognition rate when comparing to systems using several features 

extractor and classifiers. In pattern recognition applications, the classification power 

of a system can be improved by combining several classifiers [88]. Obviously 

performance of the system cannot be improved if the individual classifiers make the 

same mistakes, thus it is important to use different features and different structures in 

the individual classifiers [89]. Recent works concerned multiple expert systems for 

handwritten numeral recognition [90]-[92] and many approaches and techniques have 

been developed and evaluated [89][93]. The recent studies on designing recognition 

systems with high performance are in progress along two different aspects. One is to 

construct a recognizer using several features at the same time, and the other is to use 

several recognizers [94][95]. J. Grim et al. [96] designed a statistically and 

biologically compatible neural network model based on the expectation-maximization 

(EM) algorithm. It was applied to recognize unconstrained handwritten numerals. 



      

     

39 

They achieved a recognition accuracy of about 95% on the Concordia University 

database. A. Jr. Britto et al. [92] proposed a handwritten numeral string recognition 

method composed of two HMM-based stages. They used two stages; the first stage is 

an implicit segmentation strategy based on string contextual information to provide 

multiple segmentation-recognition paths. Whereas the second stage is a verification 

stage based on a digit classifier. The two system stages are shown to be 

complementary in the sense that the verification stage is shown to be a promising idea 

to deal with the loss in terms of recognition performance brought about by the 

necessary tradeoff between segmentation and recognition carried out in the first 

system stage. T. D. Pham and Y. Hong [97] proposed a methodology for dealing with 

the fusion of multiple classifiers. It uses the concepts of fuzzy measure and fuzzy 

integral. A fuzzy-integral model for the fusion of multiple classifiers was introduced. 

Their experimental results on recognition of handwritten characters using their 

proposed fusion model technique were also improved with genetic algorithms. Ye 

Xiangyun et al. [94] proposed generic frameworks for hierarchical and parallel 

combination of multiple string recognizers and a parallel combination system, 

StrCombo, is implemented based on three independent alphanumeric handwritten 

string recognizers that act as black boxes. They achieved a substantial improvement 

over any one of the individual recognizers, as demonstrated by experimental results 

on standard numeral string databases and a non-standard alphanumeric string database 

from real-life applications. J. K. Hee and W.L. Seong [98] used the upper bound of a 

Bayes error rate bounded by the conditional entropy of a class variable. Hence the 

multiple classifiers recognizing unconstrained handwritten numerals were combined 

by the approximation scheme based on the minimization of the Bayes error rate, and 

high recognition rates were obtained. L. Kwanyong et al. [95] proposed a multistage 

combination method for unconstrained handwritten numerals recognition. The method 

is a two-stage combination method which uses multiple combination methods at the 

same time. The recognizers are first combined by several combination methods of 

different classes simultaneously, and then the results are combined by another 

combination method to generate a final result. Five recognizers and eight combination 

methods were used in the proposed system. The experimental results showed that the 

recognition rates on CENPARMI and CEDAR data were 97.75% and 98.6%, 

respectively and the recognition performance could be improved as the process passed 

through stages. 
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2.2.3 Handwritten word recognition  
 
 

Since in our work we propose the global solution to the handwritten word, then the 

state of the art will concern only this type of solution. D. Guillevic and C.Y. Suen 

[99], used a combination of a global feature scheme with a hidden Markov model 

(HMM) module. The global features consist of the encoding of the relative positions 

of the ascenders, descenders and loops within a word. The HMM uses one feature set 

based on the uncertain contour points as well as their distance to the baselines. The 

developed system was also applied to a balanced French database of approximately 

2000 checks with specified amounts. Paquet et al. [100], investigate three different 

approaches for the global modeling and recognition of words used to write the legal 

amount on French bank checks. A lexicon of 27 amounts was used, written in mixed 

cursive and discrete styles. The first model is a global one since it does not require 

any explicit letter level and the two others are based on an analytical approach. The 

three approaches have been tested on real images of bank checks scanned for the 

French Postal Technical Research Service (SRTP). De-Almendra-Freitas-CO and al. 

[101], presented a system for the recognition of the handwritten legal amount in 

Brazilian bank checks. Their recognizer, based on hidden Markov models, does a 

global word analysis. The word image is transformed into a sequence of observations 

using pre-processing and feature extraction stages. Their experimental results, when 

tested on database simulating Brazilian bank checks, show the viability of the 

developed approach. 

 

2.3 Mathematical morphology 

 
  

We give in this section a brief illustration on mathematical morphology and its 

main role in the area of image processing related to our method. The mathematical 

morphology techniques are based on place-theoretic concepts and the nonlinear 

superposition of the signals and images. Morphological operations were applied 

successfully to a range of problems including the image processing, the analysis tasks, 

the noise suppression, the extraction and the identification of models [102]-[105].  

Let us consider a gray level image containing an object A, and B a structuring element 

comparable to a particular geometrical form. B x  indicates a structuring element B 
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whose origin is placed into x . The erosion and dilation of A by B can be written in the 

following way [106][107]:   

 

  A�B = { x |Βx ⊆ A }      (2.1) 

and 

 A⊕B = { x |Βx �  A ≠ ∅ }     (2.2) 

 

From the operation of erosion and dilation, one can define morphological opening and 

closing. These operations are also usually used in image processing.  The opening and 

closing of A by structuring element B are given by: 

 

  A � B = ( A ⊕ B ) � B      (2.3) 

and  

 A • B = ( A � B ) ⊕ B      (2.4) 

 

The opening generally causes to smooth the contour of the objects, to cut the narrow 

isthmuses and to remove the small islands or the narrow courses. They play the role of 

morphological filtering. The application of morphology in our case was to localize 

and detect the account check number (ACN) on the post check. Once the ACN is 

localized it is automatically closed to detect and localize the 10 blocks that include the 

account character (see Fig. 2.3). The structuring element was chosen to be horizontal 

of 1 row by 13 columns using the following equation: 

 

 g = f • h       (2.5)  

 

Where f is the input image and h is the structuring element. 
 
 
 

 
                    (LAN)                                                  (a)                                         (RAN) 

 
 

(b) 
 

Fig. 2.3 Morphological closing operation (a) Postal account number image (b) 
Closing operation with horizontal structuring element. 
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2.4 Fourier Mellin transform 

 
  

The Fourier-Mellin transform (FMT) has been widely used to extract features in 

the area of document processing [82]-[84]. According to recent works, these features 

represent patterns in a concise way. We find these features particularly appropriate for 

recognition of unconstrained numeral characters.  

 
• Application of the analytical Fourier-Mellin transform to  the images 

  

The major problems encountered in the pattern recognition techniques are often 

related to the orientations and the changes in size which the object can undergo to be 

recognized; therefore it would be interesting to find a procedure which would be 

independent of the rotation and the scaling of the object or of any other geometrical 

transformation [82]. For the handwritten numeral recognition, we propose a method 

which is based on the Fourier-Mellin transform to solve the two constraints 

previously quoted and gives powerful solutions. We will give briefly the definition as 

well as the property of this transform, then its application to the images. 

 The discrete Fourier-Mellin transform [82] is calculated with the object centroid 

(k0 ,l0) and can be approximated as follows: 
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,
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and hp,q(k, l) is the filter bank given by: 
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All the filter bank hp,q(k,l) are complex except h0,0(k,l) which is real valued and all the 

filter bank hp,q (k,l) is orthonormal.  It can be noticed that I f(p,q) are complex valued, 
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except If (0,0) which is equal to one and If (0,1)is real valued.  Therefore we have the 

hermitian property of this invariance set which is: 

 

( ) ( )qpIqpI ff −−= ,, 11
*   ,    ( )( ) ( ){ }*,.0,., NqZpqNpqp ∈∈∪=∈  (2.9) 

where * is the complex conjugate. Figures 2.4 and 2.5 illustrate the invariance of 

feature extraction for different rotation and change in size (scale factors; Sc) 

respectively. 

 

        (a)                                          

                             -60°            -40°           -20°          Original image          20°             40°             60° 

 

 
 

 

 

 

 

              (b) 

 

Fig. 2.4 (a) Different rotation sof the handwritten character. (b) Feature vector plots 
with rotation invariance for p=4 and q=4. 

 

                  (a)                                                              

                                               Original image           Sc = 0.75               Sc = 0.50 

 

 
 
 

 

 

 
 

               (b) 
Fig. 2.5 (a) Different scales of the handwritten character. (b) Feature vector plots with 

scaling invariance for p=4 and q=4. 
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2.5  Complementary similarity measure 

 
 

The complementary similarity measure (CSM) has been applied successfully 

in the area of character recognition [108]. The CSM is used as a discriminating 

function for the recognition phase applied to binary images. It is based primarily on 

the similarity measure between two binary images; a model stored in the training set 

and a sample image. The attribution of a sample image to a single class among others 

(where each class is represented by one or more model images) is performed using the 

highest score of similarity between this sample and the model images of the classes. 

Let’s consider the normalized images x and y (sample and model) of the same size 

N= N x N  pixels. The normalized characters are expressed as N-dimensional 

binary feature vector as follows: 

 
x=[ x1, x2, ...xi.....,xN]    ;             where (xi = 0 or 1)   

y=[ y1, y2, ...yi.....,yN]      ;           where (yi = 0 or 1) 

 

The complementary similarity measure Sc of x and y is defined as: 
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After having calculated the similarity with the number of existing models or 

prototypes, only the first two maximas are kept, namely, Sc(1) and Sc(2). These two 

maximas represent the CSM of the character to be recognized such as: Sc(1) > Sc(2): 

corresponding  to two class candidates (Ccand1  and Cand2) [132]. There are two 

possible cases of class candidate membership.  

 – Membership to the same class:  

If C cand1  and C cand2   belong to the same class, in this case the Sc (1) is compared to a 

threshold RC fixed by the user (RC∈  [0,1]): Sc (1) ≥ RC, if this inequality is verified, 
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then the character is accepted, otherwise it is rejected and considered in the case of the 

first rejection (reject(1)).  

- Membership to two different classes:   

If C cand1  and C cand2  belong to two different  classes, the actual presented pattern is 

automatically rejected and considered in the case of the second rejection (reject(2)). 

Figure 2.6 show an illustration example of the application of the CSM method to 

character similarity measurement. According to Fig. 2.6 (b), the coefficients a, b, c 

and e take the following values: a = 486, b = 8, c = 9, e = 430, n = 933 and T = 494. 

Then the complementary similarity measure between these two images is: 

448.60
)(

),( =
−

⋅−⋅=
TnT

cbea
yxSc

      

The model y is represented by: 465.68)( =− TnT     

Finaly the similarity is: ( ) 33.96
68.465
60.448

100% ==cS     

Image x is similar to y with a rate of  96.33%. 

 

 

 

 

 

 

                                    model y                                               image x 

                                                                      (a) 

 

 

 

 

 

 

    (b) 

 
Fig. 2.6: Complementary similarity measure illustration (a) Two character images y 

and x representing the image model and another image respectively. (b) Results of the 
application of the CSM to these images. 
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2.6  Multi-layer perceptron (MLP) neural network 

 

The multi layer perceptron (MLP) has been widely used in the area of 

document recognition [109][110]. The multi-layer perceptron (MLP) is a feedforward 

neural network of fixed number of neurons in the input (N) and output (P) as shown in 

Fig. 2.7. It is trained with the standard back-propagation algorithm to minimize the 

total error ET given by: 

                �
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     (2.12)                           

and m is the number of training patterns, P number of output neurons or classes, i
jo  

are the desired outputs and yj are the actual outputs of the MLP classifier.  

 

 

 

 

 

 

Fig. 2.7 MLP neural network architecture. 
 

The minimization is carried out by propagating the error made from the output of the 

network towards the internal layers, which makes each neuron be able to calculate its 

own error signal, then to make the correction of the weights of connections until it 

reaches a total error already set. The connections weights wij are adjusted at the time 

of the iteration t+1 according to the formula [111]: 
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where α is the training coefficient (between 0 and 1) that characterizes the training 

speed andν  is the viscosity coefficient which reduces the oscillations in the training 

phase. The errors (l)
j�  are calculated from the output and hidden layers. During the 
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recognition phase, the network is fed with the input pattern X which is propagated 

through forward steps to the outputs (P outputs). The expected class is simply given 

by the output unit with the highest value. The classifier can reject patterns whose 

membership cannot be clearly established. A typical classification criterion which is 

used consists of rejecting a pattern if y =max {yi} < RM, i=1,2,….P, where P is the 

number of classes, )1,0(∈iy  is the ith output of the network, and RM is a proper 

threshold. An unknown pattern is accepted if only at least one output is greater or 

equal than RM. 

 

2.7 Hopfield neural network  
 
2.7.1 Autoassociative memories  

 
 

It is one of the first applications resulting from the adaptive neural network. It has for 

prime objective to realize a device that is able to memorize information, which one 

can then retrieve or recover, not only by their complete addresses as in a traditional 

memory, but by providing even incomplete or disturbed data relating to the stored 

information. These memories thus are mainly used for the rebuilding of data [111].  

The Hopfield model has found applications in the area of optical character recognition 

and image matching [112][113]. A Hopfield network is basically an addressable 

memory by its contents. A memorized form S m )( , m=0,1,2,…,M, where M is the 

number of memorized patterns, is found by a stabilization of the network (see Fig. 

2.8), if it is stimulated by an adequate part X of this form using the following 

equation: 
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Where W is the interconnection weight matrix. The Hopfield neurons are discrete and 

answer according to a function threshold F. The training of the Hopfield neural 

network is dynamic, the rule of modification of the weights thus becomes:   
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In equation (2.14) and (2.15), N represents the number of neurons in the network and 

S (m) represents a stored prototype.  

It is for this reason that this type of network is known as associative [111]. Figure 2.9 

illustrates some examples of addressing a memory by its content at different iteration 

number T.  

 

 

 

 

 

 

 

 
Fig. 2.8 Hopfield model neural network architecture. 

                             

                                   

                                  

                                                                                     T=1             T=2            T=3             T=4           T=5        

                                       (a)         (b)         (c)         (d)         (e)        (f)         (g) 

Fig. 2.9 Pattern recovering example (a) Corrupted input pattern. (b) Centered pattern. 
(c)-(g) Memorized pattern restitution ((c)-(f) for the character ”B”). 

 

To improve the error correction, noise tolerance and the storage capacity of the 

Hopfield model, the Gram-Schmidt orthogonal projection procedure is introduced 

[114]. The orthogonalized vectors S*(m) (orthogonalized memorized pattern) can be 

described by the Gram-Shmidt orthogonalization procedure as follows: 
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Where [ ])l*()m( S.S  denotes the inner product, )l*(S  is the norm of )l*(S . The associative 

corresponding matrix W(0) can be expressed as: 
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During the recognition phase, the Hopfield network is fed with the input pattern, and 

then the output is determined after a fixed iteration number T. Since the output pattern 

is binary, then the expected class (C) is determined from a distance mδ �of the output Y 

(y1, y2,…, yN) and a memorized pattern S
m )(  as follows [56]: 
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where N is the image character size. The class membership is simply established by: 
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A typical classification criterion which is used consists of rejecting a pattern if the 

relative distance [56]: 
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This rejection is based on the comparison of the two lowest reproduction errors 

αδ and βδ  for an incoming pattern X. RH is an appropriate threshold which can be 

chosen depending on the user requirements. 

 

2.7.2 Synchronous and asynchronous modes 
      

 
 In the Hopfield network, the update of the neurons (or outputs) can be either 

synchronous or asynchronous. For the synchronous mode, at each time step, all the 

cells are updated simultaneously. The preceding simplified example (Fig. 2.9) was 

treated in a synchronous way by considering the update equivalent to a multiplication 



      

     

50 

of two matrices. For the asynchronous mode, at each time step, the update of only one 

cell is carried out according to a random order. In the next update, one uses the 

preceding result (with the updated of preceding cell) to update the following cell in 

the random order. In figure 2.10 (a), the original image is corrupted with a Gaussian 

noise of standard deviation σ = 1.0. 

 

 
Fig. 2.10. Synchronous and asynchronous illustration of step by step recognition. 

 

It was shown that if an asynchronous mode of Hopfield was considered, the system 

reached a stable state, but on the other hand, if a synchronous update is chosen, the 

system could lead to either a stable state, or to oscillate between two states.  

 

 
2.8  Self organization map (SOM)  
 
 

The SOM unsupervised training is performed in two phases, namely, the 

ordering phase and the tuning phase [111]. These two phases are a little bit different 

one from the other, and this difference appears only on the level of the choice of the 

neighbourhood A, the learning β  and the reduction frequency N. The training 

procedure steps are: 

1-Initilize vector weights by low random values such as:     Wj ≠ Wk  , for j ≠ k. 

2-Presents the input vector E = (e1 , e2 , e3 ,......., em ) randomly to the network. 

3-After having defined the neighbourhood, it is necessary to locate the wining neuron 

defined as the minimum Euclidian distance: 

 jj WEd −=         (2.21) 
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4-Once the wining neuron is located, its synaptic weights will be thus adjusted with 

those of its neighbours according to the following equations: 
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5-If the total iteration number is not reached, go to step2. 

Where )(tβ  represents the learning rate.  

 
 
2.9 Hidden Markov model (HMM)  
 

 

A hidden Markov model (HMM) is a process of Markov doubly stochastic 

[115]. It consists of a subjacent stochastic process which is not observable directly 

(thus hidden), and which can be observed only by the intermediate of another whole 

of stochastic process. For each model, the sequence of the states visited during a 

private individual production of a word constitutes well a chain of Markov of order 

one, but it is about a hidden chain. HMM has been applied in several areas, including 

speech processing [116][117], handwritten word recognition [13][118] and 

handwritten numeral character [59][65]. The HMMs are characterized by the 

following parameters:   

N: the number of the states of the model, we designate the individual states by:   

}{ NssssS .,..........,3,2,1= ,   and the state at time t by st , st ∈ S. 

M: the number of the distinct symbols of observations if the observation Ot at the 

physical emission of the system is represented in its discrete form. These symbols 

correspond to the physical emission of the system. Thus, the observation symbols are 

given by:   

( )Mktt v,,v,vVv,vO �21=∈=     (2.23)  

A: distribution of the transition probabilities of the s from the states:   

{ }ijaA =        (2.24)  
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B: distribution of the observation probabilities at each state j:   



      

     

52 

{ } N,.........,j,)o(bB tj 21==     (2.26) 
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∏ : distribution of initial probabilities of states: 

{ }iπ=∏        (2.28)  
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We can conclude that complete specification of HMM requires: (1) two parameters (N 

and M for a discrete HMM), (2) the observation sequence vectors, (3) the probability 

distributions of A, B and  ∏ . 

In this work a model with serial constraints of double transition is used, the initial 

model; λ = (A, B, Π) can be for example initialized as follows: 

      
    • The matrix A : for N=6. 
 
 

1/3   1/3   1/3     0      0      0 
  0    1/3   1/3   1/3     0      0  
  0      0    1/3   1/3   1/3     0  
  0      0      0    1/3   1/3   1/3 
  0      0      0      0    1/2   1/2 
  0      0      0      0      0      1 

 
 
    •  The matrix B is initialized with the value 1/M, for 1 ≤ j ≤N and 1 ≤ k ≤ M  
(equirobable matrix). 

 
 
 
 
 

 
 

 

Fig. 2.11 : HMM with  serial constraints of double transition. 

A =  

a11                a22                a33                a44                a55                a66 

a12                 a23               a34                 a45                a56 

a13                 a24               a35                 a46 

S1                   S2              S3             S4             S5              S6 
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• Parameter reestimation 

 

How can one adjust the parameters of the model λ= (Π, A , B) to maximize P(Ot/λ) ? 

The fact that the length of the observation sequence (training data) is finite, there do 

not exist a direct analytical solutions (global optimization) to build the model. 

Nevertheless we can choose λ= (Π, A, B) such as P(Ot/λ) is a local maximum using 

an iterative procedure such as that of Baum and Welch. In case of multiple sequences 

each class is represented by a set of sub classes or a finite number of  characters, then 

the observation sequences is O={O1, O2, …, Ok }, and the estimators spread  simply 

in the following way [119][120]:  

)(1 iγπ =        (2.30) 
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where the abbreviations actual and prev designate the actual and previous of the 

estimated parameters A and B. For the training, we apply the Baum-Welch algorithm 

for the reestimation of the model λ = (A,B,Π), then one uses the algorithm of Viterbi 

which gives the optimal way of the transitions between the states. For the recognition 

we will be able to choose among the calculation algorithm of Forward variable, 

Backward and the algorithm of Viterbi.  In fact generally the first two algorithms are 

more used in considering their simplicity and the set of probabilities to classify an 

observation sequence O is: 
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2.10 Conclusion  
 

 

In this chapter we have presented a state of the art of document recognition 

techniques, namely, the degraded printed character, the handwritten numeral character 

and the handwritten word. It has been shown that the performance of recognition 

methods depends primarily on the parameter extraction and the classification 

methods. The performance of recognition method can be also improved by combining 

two or several parameter extractors and classifiers. The use of several recognizers 

(recognition system) can lead to performances largely exceeding those obtained by 

the basic recognizers. This is true, if the basic methods were well combined, making 

profit of the drawback and the advantage of each method. The methods of parameter 

extraction and classification making part of this work were also presented briefly in 

order to simplify the comprehension of the methods developed in this work.  
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  -- 
------- 
------- 

CHAPTER 3 
EXPERIMENTAL RESULTS 

         ------- 

------- 
-------�

3.1 Introduction 

 
 

In this chapter the results are presented in two distinct parts.  The first one is related to 

the results of the preprocessing application, in particular, handwritten numeral slant correction 

and skew correction, and central zone localization (SC-CZL), which are two new methods 

developed within the framework of this work. The second one is related to the recognition 

results, in particular those of the degraded printed characters, the handwritten numerals and 

the handwritten words. First, recognition results of the handwritten numeral character are 

presented with the use of two following combinations: the Fourier-Mellin transform (FMT), 

the self organization map (SOM) and the multi layered perceptron (MLP), then the hidden 

Markov models (HMM) with a new set of feature extractors. Secondly, we will see the 

application of the global approach by mean of a new method developed within the framework 

of this work. It is mainly based on the use of the Hopfield model and the MLP. In third place 

and finally, we present the recognition of degraded printed characters using two classifier 

combinations, namely, the sequential and serial combinations. 

 
 
3.2 Handwritten writing processing 
 
3.2.1 Handwritten numeral slant correction 
 
 

Due to a large variation in handwriting image data, preprocessing is used to reduce 

variations and produce a more consistent set of data, this is essential for accurate numeral 

character recognition. In our system, preprocessing includes filtering, binarization, slant 

correction, size normalization and centering. A new way of slant correction is developed in 

the frame of this work, it is applied after a noise reduction stage of the sized 64x64 input 

image by Gaussian low pass filtering and a binarization stage which consists of thresholding 

the filtered image. Branches due to the former stage are removed by applying opening 

morphology which yields a character with smooth contour.  
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In handwritten numeral characters, one of the major variations in writing style is caused by 

slant, which is defined as the slope of the general writing trend with respect to the vertical 

line. The slant correction operation consists in correcting the tilted character in order to return 

it right. We have developed a new simple and efficient character slant correction based on 

lower and higher character centroids [55]. The proposed slant correction method (see Fig. 3.1) 

is performed according to the following steps:   

a) Detect the left (x0), right (x1), low (y0) and high limit (y3).  

b) Divide the character height into three equal regions such as; y3-y2= y2-y1= y1-y0 . 

c) Calculate the lower centroid N of coordinate (xgl,ygl) of the numeral character;  [ ]10 x,xx∈  

and [ ]10 y,yy∈  using the following equations: 
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d) Calculate the upper centroid M of coordinate (xgh,ygh) of the numeral character;  

[ ]10 x,xx∈  and [ ]32 y,yy∈  using the following equations: 
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e) Calculate the slope and the angleθ of the line joining the two centroids N and M as 

shown in Fig. 3.1 using the following equations: 

glgh

glgh

x-

-
    Slope
x

yy
=       (3.5) 

 )slope(atan=θ       (3.6)       

f) Shear all character pixels (x,y) along the horizontal direction to (x’,y) using the 

following equation: 

)(sin.)(' g θyyxx −+=       (3.7)  

where yg is the centroid abscissa given by: 
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Results of the application of the proposed method are compared to two other methods. The 

first method is based on the average slant calculated from the outer contour [121] and the 

second method used a linear regression to all row’s centroid to calculate the slant [65]. Figure 

3.2 shows results of applying these two methods compared to the proposed method.  

 

 
(a)   (b) 

Fig. 3.1 Slant correction method. (a) Slant angle calculation. (b) Character slant correction. 

 

             
                                                        (a)       (b)                   (c)                   (d) 

             
                                                       (e)        (f)                  (g)          (h) 

Fig. 3.2 Slant correction example. (a) and (e) Original handwritten numerals. (b) and (f) 
Results based on contour slant correction. (c) and (g) Results based on rows centroid slant 

correction. (d) and (h) Results of the proposed method. 
 

The first method doesn’t yield a good slant correction as shown in Fig. 3.2 (b) and (f), 

whereas  the second method yields good results but with a small more shearing of the 

character to the left as can be shown in Fig. 3.2 (c) and (g). We can notice also that the slant 

correction is in detriment of the character width which decreases. The proposed slant 

correction method yields very good results in term of slant correction and speed (see Fig. 3.2 

(d) and (h)). 

 

3.2.2 New skew correction and central zone localization (SC-CZL) 
 
 

Most of the popular algorithms for holistic handwritten word [98][100][122] are 

sensitive to the distortion of word images, particularly when the skew and the central zone of 
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the word are not correctly detected. The skew may cause serious problems in a recognition 

system. Therefore, it is necessarily to detect and correct the skew of the handwritten word 

accurately at the preprocessing stage in order to avoid the disturbance of skew to further 

processing. Several attempts have been made for skew detection [11][123][124]. S. 

Madhvanath and V. Govindaraju [125] used local minima from lower contours of words as 

indication of the implicit baseline. Thus by rejecting minima corresponding to descenders, the 

baseline skew was estimated by linear regression of the remaining minima. A. El Yacoubi et 

al. [126] estimated the character skew as the average slant of elementary segments obtained 

by sampling the word image contour, without taking into account horizontal and pseudo-

horizontal segments. The upper and lower baselines were estimated using maxima and 

minima of upper and lower contours respectively. W. Andrew and A. J. Robinson [127] used 

the minimum above the peak in vertical density histogram for lower baseline estimation, and 

retain only the points around the minimum of each chain of pixels. The slope of the line of 

best fit through these points is used for skew correction. The upper line was also estimated 

using similar procedure.  

 

Fig. 3.3 Poor quality handwritten legal amounts. 

The proposed work [128] is addressed particularly to poor quality handwritten word 

recognition where generally the analytical approach for skew correction and central zone 

localization fail through the contour detection (see Fig. 3.3). The main objective of the present 

work is to correct the handwritten word in order to enhance the three zones, namely, upper, 

lower and central zone of the degraded handwritten words accurately. The handwritten words 

representing the 27 French amount classes are used. Due to some degradation in the 

handwritten word we have avoided the use of handwritten contour as it was usually used. 

The new proposed method performs skew correction, baseline estimation and lower case zone 

detection simultaneously using the morphologically opened handwritten word and its 
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corresponding horizontal histogram. The new SC-CZL yields automatically the three zones of 

interest, namely, ascender, lower case and descender zone (see Fig. 3.4). 

 

 
 

Fig. 3.4 Handwritten zones and skew correction. 
 
 
The application of morphology in our case is to fill all contours and blanks between two 

consecutive row pixels belonging to handwritten word. The structuring element was chosen to 

be horizontal of 1 row by 15 columns using the given equation: 

 
g = f � h       (3.10)  

 
Where f is the word image and h is the structuring element. The horizontal histogram of the 

opened image (hist(g)) is thresholded according to the following equation: 

 

Thresh = µ[ hist (g) ] + k*σ [ hist (g) ]   (3.11)  

�
�
�

<
≥=                    thresh   hist(g)      if      0,   

                      thresh     hist(g)      if       1,      hist(g)    (3.12) 

Where µ  and σ  are the mean and the standard deviation of hist(g), and k is an appropriate 

constant which can be chosen experimentally. For the present application, k was chosen to be 

equal to 0.8. Figures 3.5 (b)-(d) show the application of this procedure. The thresholded 

histogram yields two transitions; the first one is from 0 to 1 that locates the baseline (yl) and 

the second one is from 1 to 0 that locates the upper reference line (yh) and consequently the 

lower case zone. To perform skew correction, baseline estimation and lower case zone 

detection simultaneously, the handwritten undergoes several vertical shears with angle kθ ∈[-

10.0, 10.0] expressed in degree varying with an angle step of 50.=θ∆  degree which yields 41 

shears.  For every shear the horizontal histogram of the opened word image is determined and 

its corresponding lower case zone is calculated as explained earlier. We define the word 

density ρ as the ratio of the word part lying in the estimated lower case zone delimited on the 

left by xl and on the right by xr (see Fig. 3.5) to the lower case box given by: 
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where f(x,y, kθ ) is the sheared word image and  yh( kθ ), yl( kθ ), xl( kθ ) and xr( kθ ) are upper 
reference line, baseline, left and right word zone limit respectively. The skew angle θ  is 
calculated as: 
 

40210 ,...,,k,)(maxarg k == θρθ     (3.14) 

)(sin.)yy(x'x g θ−+=     (3.15) 

 

 
 

Fig. 3.5 Lower case determination (a) Original word image (b) The opened version of (a). (c) 
Lower case determination. (d) Horizontal histogram and its thresholded version (represented 

in shaded lines). 
 

Finally, the handwritten word skew is corrected by a simple shear using the angle determined 

by equation (3.15) and consequently the baseline and lower case are those  corresponding to 

the same angle θ , namely, yh(θ ), yl(θ ). Figure 3.6 illustrates the proposed method for word 

deskewing, baseline and lower case determination. Figure 3.7 shows the skew correction and 

lower case localization on high, medium and poor quality handwritten word. The last three 

rows show the robustness of the proposed method to extremely degraded and broken 

handwritten words. 

 

In this work a new simple and efficient method for skew correction and lower case detection 

was proposed; it is based on the horizontal projection of the opened handwritten word. The 

present method performs the SC-ZCL simultaneously and accurately of even extremely 

degraded handwritten. The experiments results conducted on medium and poor quality legal 

amounts collected from bank checks, show promising results. 
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Fig. 3.6 Skew correction and lower case zone detection. (a) Original image. (b) Lower case zone 
detection before skew correction. (c) and (d) Lower case zone detection after skew correction. (e) The 
corresponding )( kθρ with the estimated skew detected at the maximum of ρ  (max( ρ )= 1.545442) 
giving an angle θ = -4.0 degrees. 
 

 
 

Fig. 3.7 Skew correction and lower case localization; the first column represents the original words, 
the second column represents lower case localization before skew correction and the last columns 
represents results of lower case zone localization after skew correction carried out simultaneously. 
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3.3 Handwritten numeral recognition 
 
 

In this section we present recognition results related to the handwritten numeral character 

using the two following combinations:  

1- Fourier-Mellin transform (FMT), self organization map (SOM) and the multi layered  

    perceptron (MLP). 

2- Mutiple hidden Markov models (HMM) with a new set of feature extractors. 

 
3.3.1 FMT-SOM for handwritten numeral recognition 

 

The proposed method for handwritten numeral recognition [129] is based primarily on the 

use of Fourier-Mellin transform (FMT) and Self organization map as shown in Fig 3.8. The 

Fourier-Mellin transform is used to extract the distinctive features of handwritten numeral 

characters (as mentionned in chapter 2). Whereas the unsupervised neural network (SOM) is 

used to cluster in prototypes the Fourier-Mellin vectors of each handwritten numeral class. To 

further enhance recognizing capability and noise tolerance of the proposed system, a MLP-

based classifier is introduced. Experimental results are presented first by using various orders 

and dimension of the Fourier-Mellin transform and self organization map respectively in 

order to set the FMT order and the SOM card dimension and secondly by using the MLP-

based classifier designed and trained by the clusters produced by the SOM.  

 

  
              Input image            Decision   
 

Fig. 3.8 Recognition synoptic block diagram. 
 

a) Handwritten numeral preprocessing 
 

The preprocessing of image character includes, filtering, binarization, horizontal slant 

correction and size normalization. Size normalization is used to reduce the variation in size 

and to standardize the input pattern to the subsequent stage. Directly scaling all handwritten 

numerals to an identical size will result in a standard size. Usually, the height (H) is taken to 

be greater than the width (W) of the handwritten numeral. Therefore we set the ratio 

W/H=0.8, and by setting H and W to 50 and W=40 pixels. We found the scaling method 

described in [32] adequate for the normalisation procedure, with the scaling factor ax and ay 

 
  Preprocessing 

 

 
  Fourier-Mellin     
    Transform 

 

 
SOM 
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calculated as follows:   ax =Hch / H and  ay =Wch / W where Hch  and Wch are the character 

height and width before normalisation. Figure 3.9 illustrates the preprocessing step of the 

proposed recognition system. 

 

     
(a)            (b)               (c)              (d)               (e) 

 
Fig. 3.9 Preprocessing. (a) Original image character of size 64x64 pixels. (b) Filtered 

character. (c) Binarized character. (d) Application of the proposed slant correction method.  
(e) Normalised version of the character in (d). 

 
b) Experimental results 
 

A set of 20000 collected handwritten numerals was used in our experiments. We used 10000 

numerals for training and the remaining 10000 numerals for test with various feature map 

dimensions: 15x15, 20x20, 25x25 and 30x30 and different filter bank orders: p=3, q=3 and 

p=4, q=4. The handwritten numerals were preprocessed according to section 3.3.1 (a). Figure 

3.10 (a) shows recognition results for various FMT order (p,q) and different SOM card 

dimensions. As it can be noticed, the recognition rate is monotically increasing with filter 

bank order. For order p=4 and q=4, involving 39 coefficients, a recognition rate of 96.6% was 

achieved on the test set, whereas only 94.0% was reached with 23 coefficients when using 

order p=3 and q=3 for the same set (see table 3.1). According to the results presented in table 

3.1, one notices that: i) The filter bank order p=4 and q=4, gives better results comparing with 

order p=3 and q=3. ii) The recognition rate remains almost constant beyond the SOM map 

dimension of 20x20 neurons. 
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Fig. 3.10 Recognition results comparison (a) for various FMT order and SOM dimension (b) 

for FMT-SOM and FMT-SOM-MLP (p=4 and q=4). 
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To improve the recognizing capability and noise tolerance of the proposed system, a multi-

layered perceptron neural network is introduced. The clusters produced by SOM learning 

contain patterns that have similar characteristics. Thus, the MLP is trained with the back 

propagation algorithm on such clusters. The prototypes produced by the SOM are used as 

feature vectors of 39 features (p=4, q=4). These feature vectors are used as input prototype 

class for the MLP based classifier. The training speed α  and the viscosity coefficient ξ  were 

set to 0.9 and 0.001 respectively. The number of hidden layers was set to 30 and the total error 

to 0.001. The connection weights corresponding to the two fully connected MLP are obtained 

after convergence in the training phase and stored for recognition process. Figure 3.10 (b) and 

table 3.2 show the noticeable improvement of the recognition rate using TFM-SOM and the 

MLP (TFM-SOM-MLP) on all the SOM card dimensions. The recognition rate was improved 

with the use of TFM-SOM-MLP except for the class “0” which remains constant as shown in 

the confusion matrix given in table 3.3 and 3.4. Finally, the best result was achieved by using 

the SOM with 20x20 dimension, the FMT order (p=4,q=4) and the MLP which yields a 

recognition rate of 97.6%. Figure 3.11 and 3.12 show the SOM card of 20x20 dimension and 

the handwritten numerals that were correctly recognized by the proposed recognition system 

respectively. 

 

Table 3.1 Recognition rate (%) performance as a function of the SOM dimension and filter 
bank order (p,q). 

 
                                        p=3, q=3                             p=4, q=4 
Card dim.      Training set        Test set         Training set         Test set 

                         15x15                85.6                73.0                  89.3                 79.8 
                         20x20                94.5                90.5                  97.6                 96.6 
                         25x25                95.0                92.8                  97.8                 96.5 
                         30x30                95.6                94.0                  97.9                 96.4 

 
 
 
 

Table 3.2 Recognition rate performance as a function of the SOM dimension for FMT-
SOM and FMT-SOM-MLP for p=4 and q=4. 

 
Card dimension          FMT-SOM              FMT-SOM-MLP 

                            15x15                        79.80                           80.30 
                            20x20                        96.60                           97.60 
                            25x25                        96.50                           97.40 
                            30x30                        96.40                           97.25 
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Table 3.3 Confusion matrix result of TFM-SOM 

 0 1 2 3 4 5 6 7 8 9 Rec. 
0 990 0 0 0 5 0 0 2 1 2 99,0 
1 0 930 13 5 12 3 3 17 15 2 93,0 
2 0 11 945 7 5 5 0 13 9 5 94,5 
3 0 3 3 955 7 5 3 8 11 5 95,5 
4 2 8 6 5 960 0 0 11 8 0 96,0 
5 0 3 4 3 2 970 8 0 3 7 97,0 
6 0 0 0 1 1 2 972 2 0 22 97,2 
7 0 4 5 1 0 1 2 985 2 0 98,5 
8 0 2 4 2 2 3 6 5 968 8 96,8 
9 0 0 0 0 0 8 3 1 3 985 98,5 
           96.6 

 
Table 3.4. Confusion matrix result of TFM-SOM-MLP 

 0 1 2 3 4 5 6 7 8 9 Rec. 
0 990 0 0 0 5 0 0 2 1 2 99,0 
1 0 950 10 1 10 1 2 10 15 1 95,0 
2 0 10 955 2 4 5 0 10 9 5 95,5 
3 0 3 3 970 2 1 3 4 9 5 97,0 
4 0 4 6 5 975 0 0 5 5 0 97,5 
5 0 3 2 3 2 980 2 0 3 5 98,0 
6 0 0 0 1 1 0 981 0 0 17 98,1 
7 0 2 4 1 0 1 2 988 2 0 98,8 
8 0 0 1 2 1 2 4 2 983 5 98,3 
9 0 0 0 0 0 6 3 1 2 988 98,8 
           97.6 

 

 
Fig. 3.11 SOM card of 20x20 dimension.  
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Fig. 3.12 Handwritten numerals correctly recognized. 

 

In this section we have presented a recognition system based on the Fourier-Mellin transform 

designed for feature extraction to offline unconstrained numeral characters and an 

unsupervised neural network (SOM) in order to cluster in prototypes or models each 

handwritten numeral class. In order to improve the performance of the present system, a 

MLP-based classifier was trained with these clusters. The final developped recognition 

system exhibits better performance and accuracy when compared to the FMT-SOM based 

classifier.  

 
3.3.2 Multiple Hidden Markov models for handwritten numeral recognition 

 
 

The proposed method is a multiple classifier for offline unconstrained numeral characters 

recognition based on parallel combination using several hidden Markov models (HMM) [55]. 

A new feature extraction method based on contour background transition is presented [55]. 

The classification is made using individual classifiers (IC) based on HMM models as well as 

combining the four IC based on HMM models for each class using two decision strategies: 

equal combination weight (ECW) and unequal combination weight (UCW).  

 

a) New set of feature extraction 
 

Feature extraction is an essential and important part of a recognition system, it is used in order 

to reduce redundancy and present the pattern in a set of relevant features including the 

maximum of information. The extracted parameters must be invariant under geometric 

transformation. Figure 3.13 shows an illustration example of the new feature extraction 

method using contour background transition (CBT) performed as follows: 

Step 1: We present the image of handwritten character in a contour form. 

Step 2: From a D(i,j) point we carry a semi circular sweeping on the whole of the dial 

of the image with an angle resolution α.   
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Step 3: For each angle α we note all the values of the pixels covered by the line of 

sweeping and store them in a matrix Mat[α][k].   

Step 4: On the matrix Mat[α][k], we count for each k*α the number of transition from 

contour to background and vice versa, as shown in Fig. 3.13(c). 

 
Four feature extractors were generated in order to capture the whole character from four sides 

as shown in Fig. 3.13 (a). As it could be noticed the CBT-1 is the clockwise rotated version of 

CBT-2 by π /2 and CBT-3 is also the clockwise rotated version of CBT-4 by π /2. 

 

   

                                                        (a)                    (b)                               (c) 
 

Fig 3.13 Feature extraction. (a) The four CBTs used for feature extraction. (b) CBT-4� 
showing the transition for 6 α  (c) Result of feature extraction procedure for 6 α . 

 

 

b) Recognition system presentation 
 
 

The recognition system consists of two phases (see Fig. 3.14). For each class, in the 

training phase, multiple HMMs corresponding to different feature types of CBT are built. In 

the classification phase, the results of individual classifiers to produce the final recognition 

result for an input character are combined. The final decision is made upon the highest 

probability. 
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Fig. 3.14 Recognition system block diagram. 
 
 

• Training phase 
 
The feature extraction described in section 3.3.2 (a), describes the image contour in four 

feature vectors, namely, CBT-1, CBT-2, CBT-3 and CBT-4. These features were used to 

build the ΗΜΜs, given in the following observation sequences: 

 

O={ O(1) , O(2), O(3), O(4) },       (3.16) 

λ= { λ(1) , λ(2) , λ(3) , λ(4) },       (3.17) 

λ(i) = (Α(i), Β (i), ΙΙ (i))        (3.18) 

where O is the observation sequences generated by the four CBTs, A is the transition 

probability distribution from the states, B is the the observation probability distribution in 

each state and II is the initial probability distribustion. Thus each class is composed of HMM-

1, HMM-2, HMM-3 and HMM-4. The corresponding parameters of each are estimated on the 

training data using the Baum-Welch algorithm [115]. 

 
• Recognition phase 

The performance of the proposed work is tested separately using individual classifier (IC) and 

combined classifiers (CC). 

 
i) Individual classifiers 

The classification decision is made using only one and the same model λ(i)=(Α(i), Β (i), ΙΙ (i)),  

i=1,2,3 or 4 for all the training set. For each classifier ci , we use a set of probabilities to 

classify an observation sequence O: 
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43210 or,,i,Nk),/O(P i
k

i
i =≤≤λ      (3.19) 

and for any classifier ci, a definitive decision is made according to : 

 
)/O(Pmaxarg)O(c i

k
i

i
i

i λ=       (3.20) 
                      Λ∈k  
 

 

ii) Equal weight combination method 

 
This method takes in consideration that all the classifiers ci have the same recognition 

performance. Hence, their probabilities can be combined depending on the number of 

classifiers as follows: 

,Nk,)/O(P)/O(P
i

i
k

i
ikc ≤≤= �

=

0
4
1 4

1

λλ      (3.21) 

A definitive decision is made as: 

)/O(Pmaxarg)O(c kc λ=        (3.22)  
                       Λ∈k  
 

iii) Unequal weight combination method 
 

 
In this case we suppose that each classifier ci acts differently from the others with a 

certain weight wi and�
=

=
4

1
1

i
iw . The value of wi was estimated from the individual classifiers 

and the probabilities can be combined as follows: 

,Nk,)/O(Pw)/O(P
i

i
k

i
iikc ≤≤= �

=

0
4

1

λλ      (3.23) 

and a definitive decision is made using equation (3.23). 

 

c) Experimental results 
 
 

The proposed scheme was performed according to Fig. 3.14. A set 10000 collected 

handwritten numerals (see Fig. 3.15) was used in our experiments. We used 100, 500 and 

1000 numerals for training and the other 9900, 9500 and 9000 numerals for test with various 

iteration numbers (L) and state numbers (N). The numeral data was preprocessed according to 

section 3.3.1 (a). The four CBTs, namely, CBT-1, CBT-2, CBT-3 and CBT-4 were 

determined according to section 3.3.2 (a) for α =4* π /180° which yield T=90 for each CBT.  
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Fig. 3.15 Example of digitized data. 
 

The corresponding HMMs were built using section 2.9 with: the observation symbol number 

M=24, the duration length T=90, the number of samples per class in the training set P={10, 

50, 100}, the iteration number L={10, 30, 50} and the state number N={6, 10, 18}. First the 

experiment was conducted with individual and combined classifiers for various P. 

Results are shown in Fig. 3.16, and as it can be noticed, the recognition rate is 

proportional to P and beyond P=50 it remains almost constant for the individual and 

combined classifiers. This due to the recognition system saturation which means that the 

system can’t learn more using the presented features. Figure 3.16, shows that both the 

combination methods, namely, EWC and UWC improve impressively the recognition rate in 

comparing with IC, and the highest performance was achieved by the UWC. In the second 

experiment we studied the behavior of the proposed scheme with various L and N for p=100, 

M=24 and T=90. Table 3.5 summarises the performance comparison of the IC and CC and 

shows that the highest recognition rate is achieved by the combined classifiers: EWC and 

UWC.  



 

   

71 

0

10

20

30

40

50

60

70

80

90

100

10 50 100
Training set number (P)

R
ec

og
ni

tio
n 

ra
te

 (%
)

1-classifier 2-classifier 3-classifier 4-classifier EWC UWC

 
 

Fig. 3.16 Results of recognition with training set number (P). 
 
 
 

Table 3.5 Recognition rate (%) comparison for L=50. 
 

      Classifiers                                              State number (N) 
                                                   6               10                    18 

        HMM-1   51.94  59.24  64.74 
        HMM-2   58.16  62.25  76.34 
        HMM-3   59.53  66.44  70.19 
        HMM-4   58.34  62.83  66.46 
        ECW    83.45  89.04  93.78 
        UCW    90.08  93.23  98.08 
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Fig. 3.17 Results of recognition with iteration number L=10. 
 

 
We can also observe from Figure 3.17, 3.18 and 3.19 that the recognition rate is proportional 

to the iteration and state number. The combined classifiers improve the recognition rate of the 
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proposed system and UWC achieve the highest results for L=50 and N=18 as shown in table 

3.6. Figure 3.20 summarises the results of recognition rate using UWC for various L and N 

with a zero rejection. The recognition rate is proportional to N for a fixed L. 
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Fig. 3.18 Results of recognition with a number of iteration L=30 
 
 
 

Table 3.6 Recognition rate (%)  with UWC for L and N 
 

State number (N)                         Iteration number (L) 
                                 10                    30                    50 

         6                          87.29                89,69               90.08 
        10                         92.32                94,19               96.23 
        18                         94.39                96.18               98.08 
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Fig. 3.19 Results of recognition with iteration number L=50. 
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Fig. 3.20 Recognition rate versus state number (N) for fixed iteration number (L). 

 

In this section we have presented a recognition system for offline unconstrained numeral 

character recognition based on a multiple hidden Markov model (HMM). A new features 

extraction method based on contour background transition which yield four representations 

were introduced. First a classification is made using individual HMM classifiers. Second a 

decision is made with combining four HMM models for each class using two decision 

strategies: equal weight combination (EWC) and unequal weight combination (UWC). The 

proposed system achieved a substantial improvement over any one of the individual 

classifiers (IC), as demonstrated by experimental results on collected handwritten numerals 

real life data. The proposed system shows promising results for handwritten numeral 

recognition by achieving a recognition rate of 98.08 %.  

 

3.4 New holistic handwritten word recognition 

 
 
This section presents a new holistic recognition of handwritten word based on prototype 

recognition [130]. Its main objective is to arrive at a reduced number of candidates 

corresponding to a given prototype class and to determine from them the handwritten class to 

be recognized. The proposed work involves only an accurate extraction and representation of 

three zones, namely, lower, upper and central zones from the off-line cursive word to obtain a 

descriptor which provides a coarse characterization of word shape. The recognition system is 

based primarily on the sequential combination of Hopfield model and MLP based classifier 

for prototype recognition yielding the handwritten recognition. The handwritten words 

representing the 27 amount classes are clustered in 16 prototypes or models. These prototypes 
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are used as fundamental memories by the Hopfield network that is subsequently fed to MLP 

for classification.  

 

 

 
 

Fig. 3.21 Poor quality handwritten French legal amounts 

 

 
3.4.1 Proposed method 
 

 
The new holistic recognition of handwritten words is applied to French legal amount of 

bank checks containing wholly lower case characters. The proposed system is addressed to 

poor and medium quality handwritten word recognition where generally the analytical 

approach fails through the segmental errors (see Fig. 3.21). The proposed system is based 

primarily on two main phases: preprocessing phase yielding a prototype pattern and a 

recognition phase which classifies the incoming prototype pattern (preprocessing output) as 

illustrated by Fig. 3.22. The preprocessing applied consists in filtering, binarizing and 

correcting the handwritten word in order to enhance the three zones, namely, upper, lower and 

middle zone (see Fig. 3.22 (a)). Starting from these zones we end up in a global shape of the 

word that will be used to recover the memorized prototype by the means of neural network 

(see Fig. 3.22 (b)). The handwritten words representing the 27 amount classes are clustered in 

16 prototypes or models created by superposing only four words from each class. The 

resulting model is processed to yield a final prototype which consists of one memory of 

Hopfield model of the sequential method [56] as described by Fig. 3.22. Due to some 

degradation in the handwritten word we have avoided the use of handwritten contours and the 

structural components as it was usually used. The main objective of the present recognition 

system is to arrive at a reduced number of candidates (βk) and to determine from them the 

handwritten class to be recognized. Each prototype or model corresponds to a finite number of 

candidates.  
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(a) 

 

 
 
 
 
 
 
 

(b) 
 

Fig. 3.22 Proposed method illustration example (a) Handwritten word preprocessing (b) 
sequential combination method for prototype recognition 

 

As an example, the second prototype corresponds to the handwritten words (β2=3) “deux”, 

”trois” and “dix” that have the same global shape. Once the prototype is classified using the 

prototype recognition system, the candidate choice is based on the presence of dots in the 

upper zone and the transition number of character-background of the first word character. 

 
 
3.4.2 Handwritten word preprocessing 
 
 

a) Word horizontal slant 
 
 

In handwritten word, one of the major variations in writing style is caused by slant, 

which is defined as the slope of the general writing trend with respect to the vertical line. This 

operation is performed after skew correction and central zone localization (SC-CZL) [128]. 

The horizontal slant correction operation consists in correcting the tilted character in order to 

return it upright. The slant correction method [55], which is based primarily on the lower and 

upper centroid (SC-LUC), is used. The application of the slant correction on the vertical 

segment separately of the image shown in Fig. 3.23 (d) yields a slant estimation angle of 50.0 

degrees. In our case the horizontal slant correction consists in rotating rather shearing 

horizontally this segment using as origin the upper reference line. A comparison result of the 

application of this method and contour method is shown in Fig. 3.23 (e) and (f) respectively. 
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We note that in Fig. 3.23 (e), the ascender is well pronounced to the image top than in Fig. 

3.23 (f). 

 

      
                                (a)                  (b)                  (c)                  (d)                   (e)                  (f)  

Fig. 3.23 Slant correction (a) Original image (b-d) result of application of SC-CZL (e) Result 
of application of SC-LUC on (d). (f) Slant correction based on contour slant estimation 

 
 

b) Word size normalization 
 
 

Since word sizes differ significantly, this makes it difficult to feed the Hopfield model 

which requires a standard pattern size for all entries. Thus, images should be normalized to a 

given standard size of 32x50 pixels. The application of SC-CZL method, yields the three 

zones of interest that will be used for horizontal slant correction and normalization as shown 

in Fig. 3.24 (c) and (d). In the normalized image, the baseline or lower reference line is 

located at ylo=12, and the upper reference line is located at yhi=21 from top image. However, 

the scales are determined by the word width and the distances between lower-upper reference 

lines to the top and the bottom of the word as shown in Fig. 3.24. The scales, Sx and Sy are 

calculated as follow: 

 

 
where W=xr-xl, and wnorm=50 pixels is the normalized width, and hhi=11 pixels, hcent=10 

pixels and hlo=11 pixels are, upper, central and lower zones height of the normalized word 

respectively. 
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Fig. 3.24 Preprocessing (a) binarized image (b) Application of SC-CZL method (c) Horizontal 
slant correction (d) Normalized version of (c) in the frame 32-by-50 pixels 

 
 

c)  Prototype creation 
 
 

The realization of a prototype is carried out by the superposition of four normalized 

word images within the frame of 32-by-50 pixels of various writings of a word class written 

in wholly lower case letters; the resulting form is then dilated (see Fig. 3.25). Figure 3.25 (e) 

shows four samples from each word class in the training set used for prototype creation. The 

vocabulary of our application is composed of 27 words. During the realization of the 27 

prototypes corresponding to these word classes, it can be noticed that certain prototypes have 

similar shapes. Therefore, it is interesting to group prototypes that have similar global shapes 

corresponding to different word classes by a unique prototype. This clustering operation 

yields 16 prototypes (see Fig. 3.26) representing the 27 classes (NH) of French legal amounts 

with βk, k=1, 2,…, P (P=16), the number of handwritten word class per prototype class. 

1,2,...,Pk
P

k
kHN =�=

=
,

1
β                   (3.26)                           

 

 

           
 

Fig. 3.25 Prototype creation (a) Four different normalized words from handwritten word class 
“douze” (b) Superposition operation (c) Dilation and prototype processing (d) Prototype 

result.(e) Samples of handwritten words used for prototype creation. 
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                              β1=3          β2=3            β3=1           β4=1           β5=2            β6=2           β7=1          β8=2  
 

 
                             β9=2          β10=1           β11=1          β12=1          β13=1           β14=2           β15=2        β16=2  

 
Fig. 3.26 Prototypes used for holistic recognition and their corresponding handwritten classes 

and βκ  (below each prototype image) 
 
 
 
3.4.3 Experimental results 
 
 
 a) Training phase 
 
 

The prototypes shown in Fig. 3.26 are fed to Hopfield model and memorized for P=16 

(number of memorized patterns), and N=1600 neurons (32x50 pixels), then the output from 

Hopfield model is down sampled in a 4x4 pixel block. The MLP was trained only with 810 

handwritten words, which corresponds to 30 (810/27) words for each handwritten class. This 

training set was not chosen to be large due to the strong similarity of global shapes existing 

among the handwritten words belonging to the same prototype class. However, the global 

shape of words of the same prototype does not change significantly, particularly when the 

word image is down sampled to 8x12 yielding feature vectors of 96 features (see Fig. 3.22 

(b)). The down sampling operation is acting as a second noise filter which makes the patterns 

of the same prototype class to be very similar in the input of the MLP-based classifier. Thus, 

we found experimentally that when increasing the number of words per prototype beyond 

30=810/27 (for a prototype having one handwritten class), the error-reject plot of the 

proposed method does not change. Finally, the resulting feature vectors (8x12=96 features) of 

810 handwritten words are used to train a two layers of fully connected MLP neural network 

module with α =0.9 (The training speed), ξ =0.001 (viscosity coefficient), the number of 

hidden layer was fixed to 40, the number of outputs of the MLP corresponds to the number of 

prototype classes which is in our case sixteen and the total error to 0.001. The expected 

prototype class is simply given by the output unit with the highest value. The MLP classifier 

un 
six 
euro 

quatre cinq neuf 

quatorze quinze quarante cinquante 

deux 
trois 
dix 

sept 
vingt 

huit 
trente 

onze 
seize 

treize 
douze 

cent 
soixante 

mille 
et 

million 
centime 



 

   

79 

can reject patterns whose membership cannot be clearly established. A typical classification 

criterion which is used consists of rejecting a pattern if: 

{ }
P1,2,...,i             

Ryy Mi 
=

<= max  (3.27)   

where P is the number of prototype classes, )1,0(∈iy  is the ith output of the network, and RM 

is a proper threshold. An unknown pattern is accepted if only at least one output is greater or 

equal than RM. 

The associative matrix W(o) is directly calculated and stored, whereas the connection weights 

vij and wij corresponding to the two fully connected MLP are obtained after convergence and 

also stored for recognition process. We precise, that the Hopfield model memorises the 16 

created prototypes as classes. Two word characteristics were used to distinguish word classes 

belonging to the same prototype class, namely, the dot and the starting loop in case of words 

starting with “d” (see Fig. 3.27 (c)) as follows: 

1- The existing dot is detected using an empty mask of dimension 20-by-20 pixels, fixed 

experimentally in which the detected dot lies inside. 

2- The starting “d” is detected using the intersection of a vertical line with the left part of 

the word in the lower case zone. 

 

           
 

Fig. 3.27 Starting “d” and dot detection (a) Original image word (b) Application of SC-CZL 
method (c) Starting “d” and dot detection (d) Original images (e) Dilated version of the 

normalized image (32-by-50). (f) Hopfield model output (g) Result of prototype recognition 
by Hopf-MLP classifier. (h) Results of holistic word recognition by combining result of (g) 

and word characteristics (“d” and dot). 
 

 

These two characteristics are combined with the prototype recognition results to make a final 

decision of the unknown handwritten word. Figure 3.27 (d-h) illustrates the combination of 

these two characteristics and the results of the combined neural networks for prototype 

recognition. All the 27 legal amounts are distinguished using prototype recognition results 
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associated with the “d” and dot characteristics. Another characteristic was introduced to 

discriminate classes belonging to the prototype “1”, namely, “un”, “six” and “euro”. It 

consists of intersecting a horizontal line at the half lower case zone with word parts. 

 
 
 b) Recognition phase 
 
 
The system has been tested using our proper database of 27 basic words written by 200 

writers. The test database consists of 5400 (27x200) legal amounts collected and extracted 

manually from 20 A4 format papers that were scanned at 300 dpi. The experiments are 

conducted in two parts, the first part consists in testing the performance of the prototype 

recognition and the second part presents results of the handwritten word recognition. Figure 

3.28 (a) summarizes the results obtained on the same database of handwritten words of 

medium and low quality by the sequential combination method. The handwritten words in the 

test set are uniformly distributed (200 words/class). The plots for the prototype and 

handwritten methods are obtained for different values of the rejection threshold RM 

(0.3 ≤ RM ≤ 0.9). When using the sequential combination method, the preprocessed handwritten 

word character (global shape) is processed with the Hopfield model for T=1 (Hopfield 

iteration number), and then the resultant output is down sampled before it is fed to the MLP. 

According to the results obtained, it can be noticed that for the same rejection rate, the 

handwritten error rate is always greater than those obtained by prototype recognition. Thus 

the handwritten recognition is strongly dependant on the results of the prototype recognition 

used as global shape classifier. When the rejection rate of the prototype recognition system is 

very low (lower RM), this ensures higher errors for handwritten classification when comparing 

to prototype errors. Whereas for higher rejection rate (higher RM), the proposed system 

ensures lower errors for handwritten classification which are similar to those obtained with 

the prototype recognition. This could be explained by the fact that the proposed system rejects 

(for higher RM) not only the poor quality words but also a great part of those of low-medium 

quality and accepts high-medium quality words, and gives less errors in prototypes and 

consequently in handwritten words (dots and starting “d” clearly detected).  

The error-reject plots of Fig. 3.28 (a) shows that the recognition system gives best results for 

prototype recognition when comparing to handwritten recognition. This difference in 

recognition rate is due to starting “d” and dot detection to determine the handwritten class 

from the recognized prototype.  
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Fig. 3.28 Recognition results. (a) Error-reject plots (b) Recognition-reject plots 
 

 

The handwritten recognition rate converges to the prototype recognition rate when the above 

mentioned characteristics are correctly detected. Hence the handwritten word recognition can 

only be as good a solution as the prototype recognition, or it can be worse. 

Figure 3.28 (b) presents recognition-reject plots showing best results for both prototype and 

handwritten recognition for a threshold reject RM=0.6 (in dashed line) corresponding to the 

same global reject of 8.25%, and global errors of 5.25 % and 11.00 % for both prototype and 

handwritten recognition respectively. A recognition rate of 86.50 and 80.75 % for prototype 



 

   

82 

and handwritten recognition respectively is achieved. Figure 3.29 shows results of correctly 

recognized handwritten words. 

 

 

Fig. 3.29 Handwritten word samples correctly recognized 
 
 

In this section, holistic handwritten word recognition based primarily on accurate zones 

detection, namely, upper, lower and central zones was presented. Experimental results 

conducted on prototypes and handwritten word show the robustness of the proposed system. It 

has been shown that the holistic handwritten word recognition with combined neural network 

involves only few training words. Experiments were conducted on data set of handwritten 

words of medium and low qualities and have shown interesting results. 

 

 

3.5 Degraded printed character recognition 

 
 
 The recognition of degraded printed documents remains an ongoing challenge in the 

field of optical character recognition. This is due to the degradation which could be originated 

from: low quality originals, quantization errors in the digitization process and non optimal 
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light and contrast settings. This could come from the copying or scanning process, non-sharp 

or low-contrast printing on the document, transmission errors, or paper defects and/or dirty 

optical or sensor systems. The targeted application of our method is third world bank check 

processing and especially the Algerian post check selected as an example, for the following 

two reasons: 

- Printing and paper are of poor quality. 

- The important daily use of account numbers for customer balances. 
 

The ACN is used to retrieve from the customer reference database: the personal information 

about the customer account and customer’s signature for check validation by signature 

verification. Bank customers are often asking about their account balance at bank counter, 

before doing withdrawal operation. Thus, only the account number is used in account balance 

operation. Hundreds of thousands of the latter operation are daily operated in such banks. 

 

In spite of significant improvements in the area of optical character recognition, the 

recognition of degraded printed characters, in particular, is still lacking satisfactory solutions. 

Studies on designing recognition systems with high performance for degraded documents are 

in progress along three different aspects. One is to use a robust classifier, a second is to 

enhance the degraded documents images for better display quality and accurate recognition, 

and the third is to use several different classifiers. The idea of combining different classifiers 

for improving their performance received a lot of attention in the last few years. Obviously 

performance of the system cannot be improved if the individual classifiers make the same 

mistakes, thus it is important to use different features and different structures in the individual 

classifiers. In this section two types of combintaion of neural network classifiers are 

presented. The sequential and the parallel combination for degraded printed character 

recognition.  

 
3.5.1 Sequential combination for degraded character recognition 

 

Degraded printed character recognition is a hard and ever present problem in optical 

character recognition (OCR). In this section we propose a sequential neural network 

combination method for degraded printed character recognition [56]. This method combines a 

Hopfield network with two perceptron layers applied to Algerian postal check due to its 

strong degradation (see Fig. 3.30). The Hopfield network stores M prototype characters used 
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as main classes. After the preprocessing, an image of a character is given to a Hopfield 

network which can yield after a fixed iteration number, a pattern that is subsequently fed to an 

MLP network for classification. The main idea is to enhance or restore such degraded 

character images with Hopfield model at different iteration number for recognition accuracy 

applied to poor quality bank check (see Fig. 3.31).  

 

 

 

 

 

 

 

 

 

Fig. 3.30 Recognition synoptic block diagram of sequential combination method. 
 

 

The main motivation is to use the Hopfield model as a first stage acting not only as a noise 

filter but also as a character enhancing and restoring, especially for broken, missed part and 

scratched characters (see Fig. 3.31). The Hopfield network is then followed by a down 

sampling module used mainly as an additional noise-filtering step. Thus, the down sampled 

image is classified during a second stage by the MLP based classifier known by its 

discrimination capabilities in presence of noise when comparing to classical classifiers. 

Classification accuracy for ten digits and twenty six alphabetic characters from a single font is 

also studied in the presence of additive Gaussian noise. 

 

 

a) Recognition system 

 
 

 The proposed recognition method is based on two cascaded artificial neural networks 

modules connected to a down-sampling block [85] as shown in Fig. 3.32. The Hopfield neural 

network is tailored to recover the memorized pattern class after a fixed iteration number T and 

the subsequent one (MLP) is tailored for the classification.  
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(a) 

  

 
(b) 

      
(c) 
 

Fig. 3.31 Poor quality documents a) Algerian post check b) Account check number c) 
Customer first and last name. 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3.32 Proposed method illustration example for printed character recognition. 
 

 

In the down sampling step, the character images were divided into 10 × 10 segments as in 

Figure 3.33, where each segment consists of 4 × 4 pixels.The mean of the grey level for each 

segment were then used as input data to train MLP network. Therefore, the MLP network 

would have 100 input nodes (one for each segment) and 36 output nodes, where each output 

node represents one class. The down sampling module is also used to speed up the 
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classification stage rather than feeding the MLP with a feature vector of 1600 features (40x40 

image size). 

 

 
 

Fig. 3.33 Character image divided into 10 × 10 segments. 

 
 

 

 
(a) 

 

 
                                                      (b) 
 

Fig. 3.34 40-by-40 pixels character class a) Customer first and last name character classes b) 
Account check number character classes. 

 

The Hopfield network stores 36 prototype characters shown in Fig. 3.34. The letters QVX are 

omitted because this project works exclusively with Latin transcriptions of Arabic names 

which do not use these letters. After the preprocessing, an image of a character is given to 

Hopfield network which can yield after a finite iteration number, a pattern that is subsequently 

down sampled and fed to MLP for classification. The retrieved pattern from the Hopfield 

model represents an enhanced or restored version of the degraded character. The main idea of 

the proposed method is to test the MLP-based classifier with the Hopfield model outputs for 

different iteration number. Figure 3.32 presents an illustration example of the proposed 

sequential combined method. 

 

 

b) Experimental results 

 
 
The experiments are conducted in two parts; the first part presents a comparative study 

of the proposed method with the individual classifiers, namely, the Hopfield model and the 

MLP network for isolated printed character check recognition. The second part is devoted 
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firstly to study the robustness of the combined method in presence of additive Gaussian noise 

and secondly to degraded real printed characters. 

 

i) Prototype extraction and training phase 

 
 
The character data set represents a single font gray level character that was collected from 490 

post checks belonging to the same post. The post checks were scanned at 300 dpi, which 

avoids the scaling procedure. Hence a frame of 40x40 pixels is sufficient to include each of 

the 36 pattern classes. The classes considered consist of ten numeral characters and twenty 

five alphabetic characters of 40-by-40 pixel size. The characters used for learning the MLP 

were extracted from 70 post checks, and gave rise to 2800 characters. Before they are fed to 

the MLP classifier for training phase, the characters are firstly preprocessed using median 

filtering and binarised with Otsu’s method, and secondly processed with down sampling 

procedure. The remaining 420 post checks were used for testing, which consist of 16800 

characters. The Hopfield model was trained only with thirty five clean characters and tested 

with 16800 characters. The MLP used in the proposed work is a two layer of fully connected 

neural network module with α =0.9 (training speed), ξ =0.001 (viscosity coefficient), the 

number of neurons in the input layer was fixed to 100, the hidden layer was fixed to 40 

neurons, the number of outputs of the MLP corresponds to the number of classes which is in 

our case thirty five and the total error to 0.0001. The connection weights vij and wij 

corresponding to the two layers fully connected MLP are obtained after convergence and 

stored for the recognition process. The Hopfield parameters were fixed to: M=36, N=1600 

(40x40 pixels), where M is the number of memorized patterns. The associative matrix W(o) is 

directly calculated and also stored for the recognition process. 

 
 

ii) Recognition phase 
 

  1-Real printed character recognition 
 
Figure 3.35 (a) summarizes the results obtained on this dataset by the classification methods 

described in chapter 2. The plot for the Hopfield model is obtained for different values of the 

rejection threshold RH (0.02 ≤ RH ≤ 0.12). The other plots are obtained for the MLP based 

classifier with RM ranging from 0.3 to 0.9 and for the combined approach with RM ranging 
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from 0.3 to 0.9. When using the combined method the preprocessed character is processed 

with the Hopfield model at different iteration number T, and then the resultant output will be 

down sampled before it is fed to the MLP. The curve describing the combination of Hopfield 

model and MLP is obtained by choosing RH=0.12, the number of iterations T=1 and various 

RM (0.3 ≤  RM ≤ 0.9). Figure 3.35 (b) presents the error-reject plot of  the proposed method for 

different iteration numbers of the Hopfield model and shows that the best performance is 

achieved for T=1. As it can be noticed in Fig. 3.35 (a), the MLP based classifier outperforms 

clearly the Hopfield model based classifier.  The error-reject plots of Fig. 3.35 (a) shows that 

the proposed modular approach outperforms both the Hopfield model and the MLP-based 

classifiers. The plot corresponding to the combined approach reaches the plot of the Hopfield 

based classifier for very low rejection rates. Equally, for high rejection rates, the combined 

approach outperforms both the Hopfield and MLP based classifiers. Table 3.7 summarizes the 

best performance achieved by the three classifiers, namely, the MLP, the Hopfield and the 

proposed classifier. According to these results, it is clear that the proposed approach 

outperforms both the individual classifiers. The high performance of the proposed approach 

when comparing to the Hopfield network as an individual  classifier is due to the use of the 

down sampling and the MLP based classifier known by its robustness in presence of noise. 

The hamming distance used in the individual classifier to classify the output of the Hopfield 

network is noise sensitive. The MLP based classifier when acting as an individual classifier 

uses as input data the down sampled version of the preprocessed character which could be a 

noisy pattern that was not processed as in the case of the combined method with the Hopfield 

network acting as a noise filter. Thus the Hopfield model when combined to the MLP, acts as 

a noise filter and enhance the MLP degraded character input. 

Figure 3.36 and 3.37 show degraded characters that were correctly recognized and 

misclassified respectively. The character images shown in Fig. 3.38 (c) represent the Hopfield 

model outputs. 

The corresponding gray level characters (shown in top) were correctly recognized by the 

proposed method. Whereas these images were misclassified by the Hopfield model (for RH > 

0.6) and totally misclassified by the MLP based classifier (for RM < 0.5). The main objective 

of the Hopfield model is to make the degraded character input identical as possible to the 

memorized pattern. 
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Fig. 3.35 Error versus reject plots  a) Error versus reject plot for three classifiers using various 
threshold values for RH and RM  b) Error versus reject plot for the combined method showing 

the effect of using different Hopfield iteration number; RH=0.12 and T={1, 2, 3}. 
 
 
 

However the Hopfield model acts as an enhancement procedure as shown in Fig. 3.38 (b) and 

(c), which improves the recognition rate especially when using an insensitive noise classifier 

like the MLP to classify the images in Fig. 3.38 (c). This high improvement could be clearly 

noticed from the plots of the recognition rate versus the proper threshold RM (see Fig. 3.39) 

for the proposed method and the MLP. 
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Table 3.7. Best performance comparison of the three classifiers using the test set of 16800 
characters. For the combined method we chose RH=0.12, RM=0.3 and T=1. 

 
 

         Classifier       Errors (%)              Rejected (%)            Recognized (%)  
 
  Hopfield (RH=0.12) 
  MLP       (RM=0.3) 
  Hopfield-MLP 

 
     116  (0.69)                22  (0.13)                 16662  (99.18) 
       59  (0.35)                92  (0.55)                 16649  (99.10) 
       77  (0.46)                32  (0.19)                 16691  (99.35) 
 

 
 
 

          

 
 
 

Fig. 3.36 Grey level real printed characters recognized correctly 
 
 

  
 

Fig. 3.37 Misclassified gray level real printed characters 
 

(a)            

(b)            

(c)            
Fig. 3.38 Degraded character processing a) Original images b) Binarization of (a) c) 

Corresponding Hopfield model outputs of images in (b) for T=1. 
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Fig. 3.39 Recognition versus reject thresholds (RM) plots; the MLP based classifier plot and 
the combined method plot for RH=0.12 and T=1. 

 
 

  2-Degraded printed character recognition 
 

 

To test the robustness of the proposed method on effective poor quality character 

checks, first, it was applied to the Hopfield training set (see Fig. 3.34) corrupted with added 

Gaussian noise (AGN) and secondly to real broken and incomplete characters. The training 

set was corrupted with an added gaussian noise, and a recognition rate of 100 % was achieved 

for a SNR up to -2.10 dB (σ=1.27) as shown in Fig. 3.40. It can be concluded from these 

results, that for a SNR up to 3.0 dB (σ=0.7), the 36 noisy classes are successfully recognized. 

Figure 3.41 shows, noisy gray level account number characters for various added gaussian 

noise levels, that were correctly recognized up to σ=0.6. Experiments were also conducted on 

real broken and incomplete character images. Figure 3.42 shows many of these characters, in 

spite of the important degradation, the proposed method was able to recognize the degraded 

printed characters. 
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Fig. 3.40 Reached SNR for 100% recognition rate for account number and customer first and 
last name 

 
 
 

(a)              

(b)              

(c)              

(d)              
 

Fig. 3.41 Recognized degraded account number characters by various Added Gaussian Noise 
(AGN) a) Original image characters b) Noisy grey level images with σ =0.2 c) Noisy grey 

level images with σ =0.4 d) Noisy grey level images with σ =0.6. 
 
 

            
                  “0”   “0”   “0”   “1”   “1”   “1”   “2”    “2”  “2”  “3”   “3”   “3”   “4”  “4” 

            
                  “4”   “5”   “5”   “5”  “7”   “7”  “7”   “8”   “8”    “8”   “9”  “9”   “C”  “C” 

           
                   “C”  “L” “L”    “L”  “E”  “E”   “E” “A”   “B”  “C”  “D”   “E”  “F”  “G” 

           
                  “H”   “I”    “J”  “K”   “L”  “M” “N” “O” “R”   “S”    “T” “U”   “Y” “Z” 

 
Fig. 3.42 Broken and incomplete real characters correctly recognized. 

 

 

In this section we presented a sequential neural network architecture combining two noise 

insensitive neural networks, namely, the Hopfield model and the MLP network. This 

combination gives strong noise robustness for the tasks supported. Experiments were 

conducted on collected printed characters check of medium and low quality. We reported 
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experimental results for a comparison of three neural architectures: the Hopfield network, the 

MLP-based classifier and the proposed combined method. They show that the combined 

classifier outperforms both the individual classifiers, namely, the Hopfield and MLP 

classifiers. We achieved successful results concerning the recognition of extremely degraded 

printed character recognition. The proposed method could be addressed to solve the problem 

of multi font by increasing the number of the prototypes and the pattern size. 

 

 

3.5.2 Serial combination for degraded character recognition 

 
 

In this section we propose a serial combination of the Hopfield and MLP networks, to 

achieve accurate recognition of degraded printed characters [131]. We introduce a relative 

distance, used �as a quality measurement of the degraded character which makes the Hopfield 

based classifier very powerful and very well suited for rejection. This relative distance is 

compared to a rejection threshold in order to accept or reject the incoming degraded character 

by the Hopfield model used as a first classifier. Due to its discrimination capability, the MLP 

network is used as a second classifier to avoid rejection error and to diminish computational 

complexity.  

 

 

 

 

 

 

 

 

 

Fig. 3.43 Recognition synoptic block diagram (a) Sequential combination method (b) 
Serial combination method 

 
 

The proposed method is devoted to solving the problem of recognition of single font 

characters collected from poor quality bank checks. The proposed method is compared to five 

other recognition systems. They show that the proposed architecture exhibits the best 

performance, with no significant increase in the computational burden. In this we also present 
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a bank check processing procedure for account check number (ACN) detection, localization 

and character retrieval. The recognition system is applied to ACN which is doubly printed in 

two serial numbers on each side of poor quality bank checks and to verify if they are identical. 

Experimental results related to the proposed method with various added Gaussian noise 

(AGN) levels, as well as tests with broken and incomplete characters are presented.  

 

a) Serial combination of Hopfield network and MLP-based classifier 

 
 

The main idea is to combine properly the Hopfield model used as a first classifier with 

the MLP as a second classifier as shown in Fig 3.43. Thus, a relative distance (ξ) (see equ. 

2.20)  is introduced as a quality measurement of the degraded character. This relative distance 

will be compared to a rejection threshold (RH) in order to accept or reject the incoming 

character by the Hopfield model used as a first classifier. The proper rejection threshold (RH) 

and the iteration number (T) of the Hopfield network should be chosen so as to keep the error 

very low. Thus, the rejected Hopfield patterns are then classified by the MLP-based classifier 

known by its discrimination capability using an adequate proper rejection threshold (RM). The 

two neural networks are separately trained. The Hopfield network is trained with a fixed 

number of clean characters representing prototypes or memories, whereas the MLP is trained 

with a large number of various printed characters collected from post checks. When applying 

these two NN separately to collected printed characters, we have found out that they exhibit 

almost a complementary behavior. The Hopfield model is more suitable for rejection and 

keeps the error low for higher rejection, whereas the MLP is more suitable for low error and 

keeps the rejection low [61]. In order to take advantage of both classification schemes, the 

Hopfield model is used as a first classifier to take a decision only on the accepted pattern 

leading to low errors. On the other hand, the MLP, as a second classifier, is activated only 

when the first classifier rejects the incoming pattern. Thus, the rejected characters by the 

Hopfield model are then classified by the MLP-based classifier. The performance of the 

proposed method depends strongly on T and the proper thresholds, namely, RH and RM. The 

error-reject plots of the Hopfield and MLP networks are used to determine RH and RM 

respectively that gives high performance. 
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b) Bank check processing application  

 

The main processing of bank checks that we have considered consists of account number 

detection and localization (ANDL) followed by character retrieval. The account number zone 

is variable in the case of the present application. This zone (white zone that includes the 

account number) could be in the extreme bottom or often a little bit higher as shown in Fig. 

3.44 (c). A horizontal projection of the check image followed by an appropriate thresholding 

is used to exactly detect and localize this white zone. 

 

                                                              (a)                                                                         (b) 

        

(c) 

Fig. 3.44 ANDL procedure (a) Post check. (b) Opened image horizontal projection. (c) Post 

check thresholding. 
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i) Account check number localization 

 

The application of morphology in our case is to detect, localize and to segment in 

blocks the ACN. Once the post check is acquired it is automatically opened using the 

following equation: 

h fg �=        (3.28) 

where f is the input image and h is the structuring element. The latter was chosen to be 

horizontal with 3 rows by 5 columns. The horizontal projection of the opened image shown in 

Fig. 3.44 (b) is calculated and thresholded to detect and localize the white horizontal band 

(see Fig. 3.44 (c)). The threshold value is calculated as follows: 

 

  )]([ *  )]([thresh gProj kgProj µ σ+=    (3.29) 

 

where Proj (g) is the horizontal projection of the opened image g, µ  and σ  are the mean and 

the standard deviation of Proj(g), and k is an appropriate constant which can be chosen 

experimentally. For the present application, k was chosen to be equal to 0.2. Figure 3.44 

shows the application of this procedure. 

 

ii) Account number presentation and processing 

 

The ANDL procedure is followed by a morphological closing. Horizontal and vertical 

structuring elements of size 1x13 and 13x1 were used. The resulting image is then processed 

using local thresholding and contour detection, which enables to locate all the ten regions of 

interest as shown in Fig. 3.45. The ACN zone is processed to yield 10 distinct blocks in the 

left and the right sides. The first block "CC" is the abbreviation of account check which 

means in French “Compte Chèque”, blocks 2 and 3 are two parts of the account number, 

block 4 is “CLE” written in French which means key, and block 5 indicates the two digits 

access key number. The ten digits numbers are of a fixed pitch with a width of 23 pixels. The 

“CC” and “CLE” are also of a fixed pitch but with 30 pixels width. The “CC” and “CLE” are 

used as main references for the account and the access key numbers detection respectively. 

Once these ten blocks are detected, their segmentation in characters is a straight forward 



 

   

97 

operation, since the first and the fourth blocks are of 30 pixels pitch, and the second, the third 

and the fifth blocks are of 23 pixels pitch. 

 

 
                    (LAN)                                                         (a)                                         (RAN) 

 
 

(b) 
 

 
(c) 

 
 
 

(d)  
 

 
 (e) 

 
Fig. 3.45 ANS procedure (a) Account number zone showing ten regions of interest. (b) 

Morphological closing operation of image in (a). (c) Binarisation operation of  the closed 
image in (b). (d) Contour detection. (e) The LAN of (a) zoomed for illustration, showing the 

detected blocks delimited by five contours of (d). 
 

 

c) Experimental results 
 
 
The experiments are conducted in two parts, the first part presents a comparative study of the 

proposed method with the individual classifiers for isolated printed character check 

recognition. To show the high performance of the proposed approach (Hopfield-MLP), it is 

also compared to five other classifiers, namely, the first nearest neighbor (1-NN), the MLP-

autoassociator serial combination (MLP-Assoc.) [58], the sequential combination method 

(SC) [56], the complementary similarity measure method (CSM) [79] and the highly degraded 

printed character method (HDM) [81]. Since the HDM method is applied in this work to only 

isolated printed characters, it is implemented without using the blind deconvolution and 

MRF-based segmentation techniques, usually used for segmentation problem. The second part 

is devoted firstly to automatic account number reading of post checks, and secondly to test the 

robustness of the method in the presence of added Gaussian noise (AGN) and on the degraded 

real printed characters. 
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i) Prototype extraction and training phase 

 

The character data set represents a single font character that was collected from 700 

post checks belonging to the same post. The post checks were scanned at 300 dpi resolution, 

which avoids the scaling procedure. Hence a frame of 40-by-40 pixels is sufficient to include 

each of the 13 pattern classes. The sample characters representing the data set were manually 

cut and labeled to their corresponding classes. The classes considered consist of ten numeral 

characters and three alphabetic characters, “C,L,E” of 40-by-40 pixels size. The characters 

used for learning the MLP were extracted from 100 post checks, and gave rise to 2445 

characters. The remaining 600 post checks were used for testing, and consist of 15052 

characters. The Hopfield model was trained only with thirteen clean characters and tested 

with 15052 characters. Figure 3.46 shows the thirteen clean centered characters of 40-by-40 

pixels size used as fundamental memories for the Hopfield network.  

 

 

       
 

       
 

Fig. 3.46 Clean account number character set of 40x40 pixels. 

 

 

The MLP used in the proposed work is a two layer of fully connected feedforward neural 

network module with α =0.9 (training speed), and v =0.001 (viscosity coefficient). The 

number of neurons in the input layer was fixed to 100. Therefore the character image of size 

40-by-40 pixels should be down sampled to 10x10 segments. Therefore, the MLP network 

would have 100 input nodes (one for each segment). The number of neurons in the hidden 

layer was experimentally fixed to 40 neurons and the number of outputs P was fixed to 13 

output nodes, where each output node represents one class, and the total error ET to 0.0001. 

The connection weights vij and wij corresponding to the two layers fully connected MLP are 

obtained after convergence and stored for recognition process. The Hopfield parameters were 

set to: M=13 and N=1600 (40-by-40 pixels). The associative matrix W(o) is directly calculated 

and also stored for recognition process. 
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ii) Character recognition phase 

 

Figure 3.47 shows the effect of the Hopfield iteration number T on the relative 

distance ξ and its relationship with the quality of the printed character. According to this 

figure, one can notice that for T=1, the correctly recognized characters (image A and B) start 

with higher ξ, whereas the misclassified (image C and D) starts with lower ξ. On the other 

hand for T>1 (higher T) insuring stable cases (convergence) the correctly and the 

misclassified characters have their ξ=1. The corresponding images are represented with 

shaded rectangles as shown in Fig. 3.47 (a). Hence to reduce errors, in order to reject all the 

misclassified characters (images of C and D), we try to keep T=1. In this case, the rejection 

threshold RΗ should be chosen so as to be greater than ξ of images C and D (for example 

ξ < RΗ  = 0.58) as shown in Fig. 3.47 (b). The spurious case or unstable state is considered as a 

rejected case (image E). It starts always with very low ξ and stabilizes at ξ<1 for higher T (see 

Fig. 3.47 (b)). The first iteration and the relative distance can be used to determine the 

tendency to correct or misclassified recognition of the Hopfield recovered pattern. The 

relative distance can be used also as a quality measurement of the printed character for T=1 as 

shown in Fig. 3.48. Medium and high quality printed characters have their ξαβ � 1 ( δα�0) 

for T=1, whereas low quality characters have their ξαβ �0 ( δβ� δα). 

Figure 3.49 shows the error-reject plots of the Hopfield-based classifier for different T and RH 

(0.18 ≤ RH ≤ 0.98). As can be noticed, the error falls for lower T and higher RH, and the best 

performance in terms of low errors is achieved for T=1. Figure 3.50 summarizes the results 

obtained on the dataset by the classification methods described in chapter 2 and the proposed 

method. The plot for the Hopfield model is obtained for different values of the rejection 

threshold RH and T=1 that insures low errors compared to higher T (T>1). The other plots are 

obtained for the MLP-based classifier with RM ranging from 0.2 to 0.9 and for the combined 

approach with RH ranging from 0.18 to 0.98. The curve describing the combination of 

Hopfield model and MLP is obtained by choosing RM=0.5 and the number of iterations T=1. 

The threshold RM is chosen according to the high performance achieved by the combined 

approach for RM = {0.5, 0.6, 0.7, 0.8, 0.9} as shown in Fig. 3.51.  
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Fig. 3.47 Effect of the iteration number on the pattern recovering (a) Image recovering of 
degraded patterns at different T and their corresponding ξ  (below each image). (b) Relative 

distance variation (ξ�� ) for the images shown in (a) at different T. 
 

   Image A         ξ =          0.77     0.99      1.0       1.0       1.0      1.0       1.0      1.0       1.0      1.0       1.0  
 

   Image B         ξ =          0.60     0.86      1.0       1.0       1.0      1.0       1.0      1.0       1.0      1.0       1.0  
 

   Image C         ξ =        0.068    0.20      0.50    0.94       1.0      1.0       1.0       1.0       1.0      1.0       1.0  

   Image D         ξ =         0.14     0.32      0.50    0.73       0.9       1.0      1.0       1.0      1.0       1.0      1.0  
 

   Image E         ξ =         0.053   0.056   0.069     0.21     0.27     0.26    0.33      0.34    0.34     0.34    0.34  
 
   Iteration number (T)     T=1     T=2     T=3       T=4     T=5     T=6     T=7     T=8     T=9    T=10   T=11 
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  ξ=1.0     ξ=0.976   ξ=0.963  ξ=0.884   ξ=0.616   ξ=0.531 

           
  ξ=1.0     ξ=0.931   ξ=0.902   ξ=0.837   ξ=0.731   ξ=0.1121 

            
  ξ=1.0     ξ=0.963   ξ=0.904   ξ=0.860    ξ=0.636  ξ=0.308 

Fig. 3.48 Relative distance (ξ ) for quality measurement of the printed character for T=1. 
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Fig. 3.49 Error vs reject plot for the Hopfield-based classifier showing the effect of using 
different iteration numbers; T= { 1, 2, 3}. 

 

As can be seen in Fig. 3.50, the MLP-based classifier outperforms clearly the Hopfield model 

based classifier for very high reject, whereas the two neural networks show almost similar 

performance for very low reject. The error-reject plot of Fig. 3.50 shows that the proposed 

modular approach outperforms both the Hopfield model and the MLP-based classifiers. The 

plot corresponding to the combined approach reaches the plot of the Hopfield and MLP-based 

classifiers for very low rejection rates. On the other hand, for high rejection rates, the 

combined approach outperforms both the individual classifiers.  
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Fig. 3.50 Error vs reject plot for three classifiers using various thresholds values for RH and 

RM. 
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Fig. 3.51 Error vs reject plot for the combined method showing the effect of RM using various 

thresholds values; RM={0.5, 0.6, 0.7, 0.8, 0.9}. 

 

The recognition-error plot of Fig. 3.52 shows clearly the high performance achieved by the 

combined approach compared to the single classifiers. The combined approach outperforms 

clearly both the single classifiers for very low and medium errors rate, and still shows lightly 
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better performance for very high error rate. This can be explained by the fact that the 

combined method rejects less the incoming patterns than the single classifiers for the same 

error rates, which results in higher recognition rates. This high performance is due to the serial 

combination using the best choice of the proper thresholds, RH, RΜ  and iteration number T.  
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Fig. 3.52 Recognition vs error plot for three classifiers using various thresholds values for RH 

and RM. 
 

Table 3.8 Best performance comparison of the three classifiers; the Hopfield network is 
trained with 13 printed characters and the MLP network with 2445 printed characters. The 
three classifiers were tested using the 15052 printed characters test set. For the proposed work 
we chose RH=0.58, RM=0.5 and T=1. 
 
 

Classifier  Errors   (%)            Reject   (%)      Reliability (%)      Recognized    (%) 

 

Hopfield  54     (0.36)              96     (0.64)           99.64                 14902     (99.00) 
MLP   45     (0.30)              67     (0.45)           99.70                 14940     (99.25) 
Hopfield-MLP 28     (0.19)              43     (0.29)           99.81                 14981     (99.52) 
 

 
 

Table 3.8 summarizes the best performance achieved by the three classifiers, namely, the 

MLP, Hopfield and the proposed classifier. Figure 3.53 shows the real degraded gray level 

printed characters that were correctly recognized, rejected and misclassified by the proposed 

method. 
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(a) 

 

         
(b) 

 

             
(c) 

  
Fig. 3.53 Gray level real printed characters recognition results (a) Recognized characters (b) 

Rejected characters (c) Misclassified characters. 
 

 

Figure 3.54 summarizes the results obtained on the dataset using six classifiers for degraded 

character recognition. The parameters corresponding to these classifiers were chosen so as to 

give the highest recognition rate. For the proposed method we chose RM=0.5, 0.18 ≤ RH ≤ 0.98 

and T=1. The sequential combination parameters were set to RH=0.12, 0.3 ≤ RM ≤ 0.9 and T=1. 

The parameters of the MLP-Assoc. method were set to RA=0.4 (auto-associator rejection 

threshold), and 0.2 ≤ RM ≤ 0.9. As can be seen in Fig. 3.54, the proposed method outperforms 

clearly the other classifiers. The plots corresponding to the MLP-Assoc., the SC, the CSM and 

the HDM reach the plot of the proposed method for very low rejection rates. On the other 

hand, for high rejection rates, the combined approach outperforms all these classifiers and the 

1-NN classifier. The recognition-error plot of Fig. 3.55 shows clearly the high performance 

achieved by the Hopfield-MLP compared to these classifiers. The combined approach 

outperforms clearly the other classifiers for very low and medium error rates, and still has 

lightly better performance for very high error rates. This can be explained by the fact that the 

combined method rejects less the incoming patterns than the mentioned classifiers for the 
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same error rates, which results in higher recognition rates. Table 3.9 summarizes recognition 

results achieved by the six classifiers, namely, the 1-NN, CSM, MLP-Assoc., SC, DHM and 

Hopfield-MLP. According to these results, it is clear that the proposed approach outperforms 

all the five other classifiers in terms of reliability and recognition rate. 

The extremely small difference between the proposed method and the worst network (1-NN) 

in term of reliability and recognition rates is due to the mixture of quality of the post check 

characters. These characters are of high, medium and low quality. Figure 3.48 shows samples 

of these characters with their corresponding relative distances. As a consequent result, if these 

characters are all of poor quality (lower relative distance, ξ�0) there will be a big difference 

in reliability and sensitivity which creates more variance between our proposed method and 

the five other methods. On the other hand these methods, including the proposed method, give 

practically the same performances for high quality check characters (ξ�1) and lightly the 

same performance for characters of medium quality. So this extremely small difference is the 

result of applying these methods on the existing degraded characters in the dataset. Thus, this 

difference is inversely proportional to the quality of the dataset. This extremely small 

difference becomes progressively important when the number of the dataset characters 

increases. A difference in sensitivity of 0.34% (99.52 (proposed method) -99.18 (worst 

network)) when applied for example to 600 post checks, which corresponds to about 18000 

characters (30 characters/check), results in 61.2 (18000x0.34%) more recognized characters 

than by the worst classifier. This value could correspond to a gain difference of 

61.2/600=10.2% in check recognition if we assume the worst case, i.e. one misclassified 

character per post check. On the other hand if we assume all these 61.2 not recognized 

characters (related to the worst classifier) belong entirely to 2.04 (61.2/30) post checks, we get 

a gain difference of 2.04/600=0.34% in check recognition rate. Hence this difference in 

character recognition rate could be mapped to a considerable check recognition rate interval 

as follows: 

0.34 % (gain in character recognition rate)� [0.34, 10.2] % (gain in check recognition rate)  

The values of 0.34 and 10.2% represent the best and the worst gain in check recognition rates 

respectively. In practice the value of 0.34% is far from being reachable, because the system 

can not make errors in all the characters of the same check (30 errors per check). The 

difference of 0.34% related to the character recognition when applied to 600 post checks give 

1.50% (98.33-96.83%) of gain in check recognition as shown in Table 3.10. 
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Fig. 3.54 Error vs reject showing comparison results of six classifiers. 
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Fig. 3.55 Recognition vs error showing comparison results of six classifiers. 
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Table 3.9 Best performance comparisons of the six classifiers; the Hopfield network that 
constitutes the proposed work was trained with 13 characters, whereas the MLP and the five 
other classifiers were trained with 2445 printed characters. The six classifiers were tested 
using the 15052 printed characters test set. For the proposed work we chose RH=0.58, RM=0.5 
and T=1. The parameters of the SC were set to RH=0.12, RM=0.8 and T=1, and those of the 
MLP-Assoc. to RM=0.8 and RA=0.4. 
 
 

Classifier  Errors (%)             Reject   (%)       Reliability (%)      Recognized    (%) 

 

Hopfield-MLP 28    (0.19)              43     (0.29)           99.81                 14981     (99.52) 

SC    69    (0.46)              30     (0.20)           99.54                 14953     (99.34) 

CSM   51    (0.34)              49     (0.33)           99.66                 14952     (99.33) 

HDM   39    (0.26)              66     (0.44)           99.74                 14947     (99.30) 

MLP-Assoc.  46    (0.31)              63     (0.42)           99.69                 14943     (99.27) 

1-NN   108  (0.72)              15     (0.10)           99.28                 14929     (99.18) 

 

Table 3.10 Application results of the proposed method (RH=0.58, RM=0.5 and T=1) and the 1-

NN-based classifier on 600 post checks. 

 

Classifier  Errors      (%)              Rejected    (%)                  Recognized    (%) 

 

Hopfield-MLP    0        (0.0)                  10       (1.67)                      590         (98.33) 

1-NN      0        (0.0)                  19       (3.17)                      581         (96.83) 

 

 

iii) Automatic account number reading 

 

Figure 3.56 shows the bank check processing for account number recognition based on 

the right and left parts of the check. After applying ANDL and account number segmentation 

(ANS) procedures, the check is partitioned in two parts; right and left account numbers (RAN 

and LAN), using right and left account number localization (RANL and LANL) modules 

respectively. These parts are processed separately by right account number recognition 

(RANR) and left account number recognition (LANR) which consist of the segmentation of 
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the account number in characters and the recognition with the proposed method. Finally, the 

RANR and LANR results are compared to accept or reject the check which will then be 

processed manually. The experiment was based on the procedure illustrated in Fig. 3.56 and 

applied to 600 post checks. Table 3.10 summarizes the results obtained with the proposed 

method. It results in the correct recognition of 590 post checks, the rejection of 10 post checks 

and hence no errors occurred which corresponds to a 98.33 % of recognition rate. Figure 3.57 

illustrates the cases of correctly recognized and rejected post checks. The account numbers in 

Fig. 3.57 (a) and (b) were correctly recognized according to the identical results of the RANR 

and LANR “CC 27344 73 CLE 06” and “CC 49510 14 CLE 89” respectively. On the other 

hand the account number of Fig. 3.57 (c) was rejected due to the different RANR and LANR 

results. The LANR results in “CC 44354 24 CLE 85” but the RANR results in “CC 443?4 24 

CLE 85”, where “?” denotes the rejected printed character by the combined approach. Thus 

the automatic post check reader rejects consequently the post check. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.56 Post checks processing for account number recognition. 
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LAN  
"CC 27344 73 CLE 06" 

 

RAN  
"CC 27344 73 CLE 06" 

 
 (a) 

 
 

LAN  
"CC 49510 14 CLE 89" 

 

RAN  
"CC 49510 14 CLE 89" 

 
 (b) 

 
 

LAN  
"CC 44354 24 CLE 85" 

 

RAN  
"CC 443?4 24 CLE 85" 

 
 (c) 

 
Fig. 3.57 Recognition results illustration (a-b) Recognized account number images and 

their corresponding output results (below each image). (c) Rejected account number images 
and their corresponding output results (below each image). 

 

 

iiii) Degraded real printed characters 

 
 

To test the robustness of the proposed method on effective poor quality characters, it 

was first applied to the training set shown in Fig. 3.46 corrupted with added Gaussian noise 

(AGN), and then to real broken and incomplete characters. The training set was corrupted 

with an added Gaussian noise, and a recognition rate of 100% was achieved for a signal to 

noise ratio (SNR) up to -2.10 dB (σ=1.31) as shown in Fig. 3.58. It can be concluded from 

these tests, that for a SNR up to 2.37 dB (σ=0.761), the 13 noisy classes (0, 1, 2, 3, 4, 5, 6, 7, 
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8, 9, C, L and E) are successfully recognized. Figure 3.59 shows successfully recognized 

noisy characters for σ=0.6. These noisy characters are correctly recognized with the Hopfield 

model for RH=0.58 and T=1. On the other hand they are all rejected with the MLP-based 

classifier for RM=0.5. Figure 3.60 shows, recognized, rejected and misclassified cases for 

σ=0.8, RH=0.58, RM=0.5 and T=1, using the proposed method.  

 

0 1 2 3 4 5 6 7 8 9 C L E
-4

-3

-2

-1

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Account number characters

N
oi

se
 le

ve
l (

dB
)

Hopfield-MLP
SC
CSM
MLP-Assoc.
HDM
1-NN

 
Fig. 3.58 Reached SNR for 100% recognition rate. 

 

(a)               

  “0”        “1”        “2”        “3”       “4”        “5”        “6”       “7”        “8”        “9”       “C”        “L”       “E” 

 

(b)               

         “0”         “1”       “2”        “3”        “4”        “5”       “6”        “7”        “8”       “9”         “C”      “L”        “E” 
 

Fig. 3.59 Recognition results for characters corrupted with Added Gaussian Noise (AGN). (a) 
Noisy grey level images with σ =0.6 and their corresponding class between “ ”. (b) 
Successfully recovered and recognized pattern of (a) and their corresponding output results 
(below each image). 
 



 

   

111 

The robustness of the proposed method was also compared to the five previously mentioned 

methods in presence of added Gaussian noise (AGN) applied to the training set. The AGN is 

applied progressively to characters in order that the six classifiers would achieve 100% 

recognition rates (see Fig. 3.58).  

 

(a)                

    “0”        “1”        “2”        “3”        “4”       “5”        “6”         “7”       “8”        “9”        “C”        “L”      “E” 

 

(b)     “0”        “1”        “2”        “3”        “4”        “5”       “M”        “7”       “8”       “9”         “R”        “L”      “E” 

Fig. 3.60 Rejection and misclassification of characters corrupted with Added Gaussian Noise 
(AGN). (a) Noisy grey level images with σ =0.8 and their corresponding class between “ ”. 
(b) Proposed method output results; misclassified (“M”) and rejected (“R”) patterns of (a). 

 

(a)              
 

(b)              
SNR (db) =7.75 

(c)              
SNR (db) =5.75 

(d)              
SNR (db) =5.25 

(e)              
SNR (db) =4.27 

(f)              
SNR (db) =3.30 

(g)              
SNR (db) =2.37 

 

Fig. 3.61 Successfully recognized patterns and their corresponding SNR (below each set) at 
different noise level (a) Training set (b) 1-NN (c) HDM (d) MLP-Assoc. (e) CSM (f) SC (g) 

Hopfield-MLP. 
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The corrupted training characters correctly recognized by the six classifiers and their 

corresponding reached SNRs are presented in Fig. 3.61. The difference in performance among 

the methods is quite clear, since the character degradation increases and could be noticed 

visually when going from one classifier to another. Hence the performance of the proposed 

method over the five other classifiers is quite clear especially when the characters are noisy 

and degraded. Experiments were also conducted on real broken and incomplete character 

images. Figure 3.62 shows many of these characters, and in spite of the important degradation 

of the characters, the proposed method was able to recognize even highly degraded printed 

characters. 

 

             

             

             

             

             

   “0”        “1”        “2”       “3”        “4”        “5”        “6”        “7”       “8”        “9”        “C”       “L”       “E” 
 

Fig. 3.62 Broken and incomplete real post check characters correctly recognized and their 
corresponding output results (below each column images of the same class). 

 

In this section we have presented a serial neural architecture combining two noise insensitive 

networks, namely, the Hopfield model and the MLP-based classifier. Experiments were 

conducted first on isolated printed characters collected from post checks and a comparative 

study of our method was achieved with individual classifiers on one hand, and with five other 

classifiers found in the literature on the other hand. Second, a bank check processing 

procedure was proposed for ACN detection, localization and character retrieval. The proposed 

recognition method was applied successfully to the recognition of ACNs which are doubly 

printed in two serial numbers on each side of poor quality bank checks. The last experiment 

was conducted on noisy images for various AGN and real degraded characters. 
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3.6 Conclusion  

 
 
 In this chapter experimental results related to the document processing have been 

presented. We have first started by showing results of preprocessing applied to the 

handwritten numerals and words and secondly results of recognition of the handwritten 

numerals, the handwritten and the degraded machine printed characters. In the preprocessing 

phase, best results were obtained for the horizontal handwritten correction when compared to 

two other methods found in the litterature. We also obtained promising results for skew 

correction and central localisation of the handwritten word. In the recogntion phase, the 

results related to the proposed methods present real contributions to the area of document 

image analysis. We have shown how the performance of a given system can be improved by 

using: competetive learning, the parallel, the sequential and the serial combinations. We have 

also introduced a new method for holistic handwritten word recognition. The recognition rates 

obtained confirm that the proposed approach shows promising performance results and can be 

successfully used in the processing of poor quality bank checks. 
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CONCLUSION 
  ----------�

 
In this thesis we have developed methods of preprocessing and character recognition. 

The first one is related to the preprocessing phase, in particular, handwritten numeral slant 

correction and skew correction, and central zone localization (SC-CZL) methods. The second 

one is related to the character recognition, in particular those of the degraded printed 

characters, the handwritten numerals and the handwritten words. First, recognition methods of 

the handwritten numeral characters are presented with the use of two following combinations: 

the Fourier-Mellin transform (FMT), the self organization map (SOM) and the multi layered 

perceptron (MLP), then the hidden Markov models (HMM) with a new set of feature 

extractors. Secondly, the application of the global approach by mean of a new method 

developed within the frame of this work was presented. It is mainly based on the use of the 

Hopfield model and the MLP. In third place and finally, the recognition of degraded printed 

characters using two classifier combinations, namely, the sequential and serial combinations 

were presented. The results related the preprocessing and recognition methods are 

summarized in the following paragraphs.  

A new simple and efficient character slant correction based on lower and higher 

character centroids was presented. This method yields very good results in term of slant 

correction and speed when compared to two other methods found in the literature. Another 

new efficient method for skew correction and lower case detection was proposed. The method 

performs the SC-ZCL simultaneously and accurately for even extremely degraded 

handwritten words. The experiments show promising results when conducted on medium and 

poor quality legal amounts. 

A recognition system based on the Fourier-Mellin transform was conceived and 

designed for feature extraction.  An unsupervised neural network (SOM) was introduced to 

cluster in prototypes or models each handwritten numeral class. A MLP-based classifier was 

trained with these clusters in order to improve the performance of the recognition system. The 

final developed recognition system achieved high recognition rate of 97.6% than the FMT-

SOM based classifier which achieved only 96.6%. 

 

Another recognition system for offline unconstrained numeral character recognition 

based on a multiple hidden Markov model (HMM) was presented. New set of feature 
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extractors was introduced. It is based on contour background transition which yields four 

representations. Experiments were conducted through three decisions strategies; i) 

Classification with individual classifiers ii) Classification with ECW combination iii) 

Classification with UCW combination. We achieved the best performance with the UCW for 

98.08% of recognition rate, 93.78% and 76.34 for the ECW and the HMM-4 respectively. 

A new holistic handwritten word recognition method based primarily on prototype or 

model recognition was presented. Experiments were conducted on our proper database for 

prototype and extended to handwritten word recognition. The obtained results show 

significant robustness of the method for handwritten word of medium and low qualities. 

A sequential neural network architecture combining two noise insensitive neural 

networks, namely, the Hopfield model and the MLP network was presented for degraded 

character recognition. We show that the combined classifier when applied to medium and low 

quality printed characters outperforms both the individual classifiers. Successful results 

concerning the recognition of extremely degraded printed character recognition were 

obtained. We achieved a 99.35% of recognition rate with the combined approach, 99.18% and 

99.10 with the Hopfield and the MLP based classifiers respectively. 

Finally a serial neural architecture was presented for degraded printed character 

recognition. This method combines the Hopfield model and the MLP-based classifier. A new 

relative distance was introduced and used as a quality measurement of the degraded character. 

This relative distance gives strong reject capability to the Hopfield model used as a first 

classifier. The proposed recognition method was applied successfully to the recognition of 

ACNs which are doubly printed in two serial numbers on each side of poor quality bank 

checks and a recognition rate of 98.33% was obtained. The recognition rates achieved for 

isolated characters are; 99.00, 99.25 and 99.52% for Hopfield, MLP and combined method 

respectively. The high performance of the combined method has been shown through a 

comparison results with five methods found in the literature. 

Through what have been mentioned previously in the present conclusion, we can say 

that we have contributed by the development of the described methods to solve problems 

related particularly to the handwritten and the degraded printed characters which are 

commonly the most challenging problems for the scientific community and pattern 

recognition area. 

We proposed for future work the introduction of wavelet filters to enhance the image 

quality, and the use of hybrid architecture, combining serial and parallel classifiers. 
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