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Abstract

The discovery of Graphene has allowed researchers to access a whole new
world, the 2D Materials world. Since its discovery in 2004, many researches have
been done to study its properties and how it can contribute to more than Moore
microelectronics, above its very promising properties in PV solar cells.

In this thesis, we have tried to remake a study that was done in late 2014 by
Yawei Kuang and Yushen Liu from the School of Physics and Electronic
Engineering, in Changshu Institute of Technology, China, where a Graphene/GaAs
Schottky Junction Solar Cell was modeled and designed using SILVACO ATLAS
(TCAD) simulation tool.

We have developed our own SILVACO ATLAS (TCAD) simulation program.
Simulations were done under AM1.5 illumination, with different GaAs substrate
thicknesses and different n-type doping concentrations, allowing us to obtain
efficiencies near 9.54%.

Résumeé

La découverte du Graphéne a permis aux chercheurs d'accéder a un tout
nouveau monde, le monde de Matériaux 2D. Depuis sa découverte en 2004, de
nombreuses recherches ont été faites pour étudier ses propriétés et comment
peuvent-elles contribuer a ['électronigue moderne, notamment dans Ila
photovoltaique.

Dans cette thése, nous avons essayé de refaire une étude menée en fin 2014
par Yawei Kuang et Yushen Liu de « 'Ecole de physique et de génie électronique »
de « Changshu Institute of Technology » en Chine, ol une cellule solaire a base de
Graphéne / GaAs a jonction Schottky a été modélisée et concue a l'aide de l'outil
de simulation SILVACO ATLAS (TCAD).

Notre simulation a été effeciuée sous éclairage AM1.5, avec différentes
épaisseurs de substrat de GaAs et différentes concentrations de dopage de type n,
ce qui nous permet d'obtenir des rendements proches de 9.54%.
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. GENERAL INTRODUCTION

The discovery of "graphene", the first two-dimensional flat material, in which
carbon atoms are arranged periodically in a honeycomb lattice, is the block for most
of the allotropes of carbon except diamond and amorphous structures. Graphene
has shown highly desirable properties such as high transparency, extremely high
charge carrier mobility, thermodynamic stability and mechanical hardness [1].

Graphene in its primary stage of development has been a very good candidate
for applications such as field-effect transistors [2], transparent electrodes [3], liquid
crystal devices [4], ultra-capacitors [5], ultra-tough paper [6], gas molecule detection
[7], Li ion battery [8], field electron emitters [9,10] and solar cells [11,12]

The high transparency accompanied with large conductivity favors graphene as
a very suitable material for transparent conductive electrode for thin film solar cells.
Another important aspect of graphene is its thickness dependent semiconducting
property which may favor its application in forming Schottky junction with suitable
metals. [13]

For all these reasons, graphene has attracted many researchers all around the
world to work and develop new devices based on graphene.

For the scope of this work, we used SILVACO ALTAS (TCAD) software to
simulate a Graphene/GaAs Schottky junction. The results show a net improvement
in the efficiency of the cell compared to other GaAs Schottky solar cells reported in
literature. For comparison sake, we compared the ITO/GaAs with Graphene/GaAs.
The results show that Graphene/GaAs junction solar cell outperforms the ITO/ GaAs
junction solar cells.

The second chapter describes the fundamentals of semiconductors and solar
cells. In the third chapter, we explain in details the physical and properties of GaAs
and Graphene materials.

In the first part of chapter four, we explain SILVACO atlas software language and
show how we should deal with this software. The second part deals with the
simulation results.

Finally, this work has a conclusion that presents our resulis and a proposal for
future work.
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1. INTRODUCTION

The use of Graphene to improve the efficiency of solar cells is investigated
in this thesis. To understand how Graphene Based Solar Cells function, a basic
understanding of semiconductor physics is required. The fundamental principles of

semiconductor physics and solar cells are reviewed in this chapter.

2. SEMICONDUCTOR BASICS

Semiconductors are materials that can act either as an electrical insulator or
conductor based on the conditions in which they operate. This behavior is due to
the bonding properties of the individual atoms that form a bulk material and the
interactions between their outer electrons. The individual atoms of semiconductors,
like all other toms, have a set structure that determines how they will bond with other

atoms.

2.1. Atomic Structure and Quantum Theory

An individual atom consists of positively charged protons, neutrons with no
charge, and negatively charged electrons. It is held together by the attractive forces
of the oppositely charged protons and electrons. The structure of an atom consists
of a central nucleus composed of protons and neutrons that is orbited by a cloud of
electrons. This electron cloud is made up of quantized shells that have an
associated energy level. Every electron in this orbiting cloud must reside at a
quantized energy level. An electron can move to a higher energy shell by absorbing
energy or drop to a lower shell by releasing energy. This arrangement of electrons
in the quantized shells is the most important determining factor in an atom’s

interactions with other atoms and, therefore, its electrical properties.

In every atom, each electron has a unique set of quantum numbers which
describe its energy state in the atom. The four quantum numbers are represented
by the letters n, |, m, and s. The first number n represents the shell that the electron
occupies. Higher shell levels have electrons in higher energy states than lower shell
levels. The | and m numbers denote subshells that appear within each shell and
each can hold two elecirons of4 opposite spin. The s number represents the spin of
the electron and can either be a positive or negative value. The possible values of

each of the quantum numbers are summarized in Table 1.

13



Table 2-1. All possible values of all possible quantum numbers

?ql:,a,::,ueT Possible Quantum Number Values
N n=(1,2,3, .., n) where n corresponds to the energy level of the
outermost shell
L =(0,1,2, .., n-1)
m=(-1,-1+1, .., F1, )
S s=(-1/2,+1/2)

2.2.Crystal Lattice

Every solid material is made up of individual atoms organized in a certain
manner and can be classified as amorphous, crystalline, or polycrystalline based on
their arrangement. The basic lattice structure of amorphous, crystalline, and
polycrystalline materials is shown in Figure 2-1. The most abundant solids found
naturally on the earth are usually amorphous, meaning their individual atoms have
no ordered arrangement. Contrastingly, a crystalline material is a material that has
a periodic arrangement of atoms, called a crystal lattice, which is repeated
throughout the solid. Therefore, the solid appears the same when examined at the
atomic level at any point. Materials that do not fall into either the amorphous or
crystalline category are classified as polycrystalline. These materials are composed
of different regions that each have a periodic arrangement of atoms, but the whole

material is not uniform in its arrangement.

(a (b) (c)

Figure 2-1: (a), 2-1(b), and 2-1(c) show the atomic structures for amorphous,

crystalline, and polycrystalline materials respectively [15].

14



Crystalline solids, which are the most commonly used materials in solar cell
applications, can be further classified based on the type of structure of their crystal
lattice. Every lattice can be reduced to a unit cell, a small volume which is
representative of the whole cell. This unit cell forms a geometry which can take
many forms. The most common forms are the variations of the cubic and diamond
lattices. An example of a diamond crystal lattice is given in Figure 2. A material can
be thought of as a large object composed of large quantities of these unit cells put
together as building blocks.

Figure 2-2: The diamond lattice is shown with each black dot representing an

individual atom and each solid line representing a bond between atoms [15].

A semiconductor material's unit cell structure determines many of its
important properties in solar and electrical applications. The numbers and types of
bonds between atoms of the material determine the characteristics of the flow of
charge carriers in the material, defining parameters such as resistivity and
conductance. The arrangement of the atoms also determines whether certain
materials can be grown in layers adjacent to one another to create a certain device.
If two material lattice structures do not match in a certain manner, lattice mismatch
will occur, a condition in which the lattices of two adjacent materials cannot create
an appropriate electrical interface due to conflicting lattice structures. These
properties governed by the crystal lattice combine with the properties and structure

of the individual atoms to give every material unique properties.
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2.3.Energy Bands

In much the same way that electrons can only reside at certain quantized
energy levels in an individual atom, they are restricted to inhabiting energy bands in
a solid. However, each of these energy bands is made up of a range of energy levels
that each electron can occupy. This difference arises from the influence of all
neighboring atoms on an electron. In the case of an individual atom, an electron
resides in a quantized shell with an associated energy level. If two atoms are close
enough to each other, their electrons and other attractive forces will influence each
other, creating different energy states in specific bands of energy. In the band
diagram in Figure 3, interatomic distance is graphed against electron energy. The
band diagram shows that when atoms of the same element are infinitely far away
from each other, they have the same quantized energy levels. However, when the
atoms are closer together, the electrons of each atom interact, and the discrete
energy levels diverge into a band of allowed energies shown by the grey portion of

the graph in Figure 2-3.

closely-packed
states

2p orbital

v

y

Figure 2-3: Inter-atomic distance is graphed against energy to show the formation

of energy bands in a material [16].

The only energy bands of major concern in solar cell applications are the
valence band and the conduction band. The valence band is the outermost energy
shell of each atom. The electrons in this band are usually held in place by bonds
between atoms. If an electron in the valence band receives energy greater than or
equal to the difference in energy in the conduction and valence band, known as the

bandgap, then it will move into the conduction band. When it moves into the
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conduction band, the electron breaks away from its bond and becomes a free
electron in the material. An electron can only move up to the conduction when
gaining energy in the valence band because there are no allowable energy states

for an electron to occupy within the bandgap.

A material’s ability to conduct electricity is highly dependent on its bandgap.
Insulators have a relatively large bandgap and take a large amount of energy to
excite free electrons. Semiconductors have a relatively small bandgap, allowing
them to act as an insulating or conducting material dependent on the level of energy
in the material. Conductors have overlapping valence and conduction bands and,
therefore, have free charge carriers without the addition of outside energy. The
differences in bandgap among insulators, semiconductors, and conductors are

shown in Figure 4. The bandgap decreases as conduction ability increases.

Conduction Band . . - o
= - C?ondpct;gg}}and Conduction Band
Energy Bandgap I Bandgap No Bandgap
Valence Band
Valence Band Valence Band
(a) (b) (c)

Figure 2-4: The relative bandgaps of insulators, semiconductors, and conductors

are shown in Figures 4(a), 4(b), and 4(c) respectively [16].

Semiconductors have a moderate bandgap due to the unique conditions in
their valence bands. All elemental or single element semiconductors have four
electrons in the valence band of each atom. These elements are known as group IV
elements. The atoms of these materials bond with each other to fill the outer shell
of each of the surrounding atoms by the use of four covalent bonds with neighboring
atoms. These covalent bonds can be broken by the introduction of energy, which
frees charge carriers. Other semiconductors are made up of compounds in which
the two element’s valence electrons sum to eight. This can be achieved in many

different elemental combinations to create effective semiconductor materials.
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2.4.Charge Carries

When bonds are broken in a material due to the absorption of energy, two
different types of charge carriers are created called electrons and holes. Electrons
are simply the negatively charged elements of atoms and are considered free
electrons when they break away from a bond. Holes are conversely the positive
charge left behind by the broken bond of the free electron. Unlike free electrons,
holes exist in the valence band. Holes are not physical particles but are merely
positive charges created by the lack of necessary electrons for charge balance.
Though holes are not physical particles with a mass, their flow is associated with a

positive value of current while electron flow is associated with negative current.

Electrons and holes each have an associated mobility in every material
based on how easily the free charge carriers can move through the material. Though
electrons and holes are of equal charge, electrons have a higher mobility. A
material’s electron and hole mobility are dependent on many material characteristics
such as the lattice structure, the size of the atoms in the material, and the orientation
of the channel in which the charge carrier is travelling. The electron and hole mobility
determine parameters such as the conductance and resistivity of a material, which

are important factors in solar cells.

2.5.Doping

Doping is the process of purposefully introducing impurities into a
semiconductor material for the purpose of manipulating its electrical characteristics.
A pure, undoped semiconductor is called intrinsic, while a doped semiconductor is
called extrinsic. A semiconductor can be doped with either p or n type material. The
p type dopants, called acceptors, have three or less valence electrons. This type of
dopant bonds with all the surrounding atoms but lacks enough electrons to fully fill
its outer shell. Thus, it attracts electrons, inducing the generation of holes in the
material. An n type dopant, known as a donor, has five or more valence electrons,
allowing it to fully bond with all of the neighboring atoms while leaving an extra,
unbonded electron. This electron can easily be excited into the conduction band
because it is not bound by the energy of a covalent bond. The extra charge carriers

created by doping can greatly increase charge carrier concentrations, allowing for
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the fabrication of materials more suited to most applications than intrinsic

semiconductors.

2.6.P-N Junction

Most of the applications of semiconductors, including solar cells, are possible
due to the properties created by the junction between a p-type region and an n-type
region. The region where these two materials meet is called a p-n junction and
functions as a diode. In this region, excess electrons in the n region and excess
holes in the p region diffuse across the border of the two regions to form a depletion
region in which oppositely charged ions create a barrier that blocks charge flow. The
formation of the depletion region from the junction of p-type and n-type materials is

shown in Figure 2-5.
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Figure 2-5: The junction between an n-doped and p-doped material forms a
depletion region. (a) Shows majority carriers travelling across the junction due to
the attraction caused by opposite charge carriers. The barrier caused by newly

formed ions is shown in (b) and (c) [17].

The instant the materials meet, the excess carriers of each material border
region move to the other side, attracted by the holes or electrons on the other side
of the junction. These charges leave behind ions that then have a negative charge
in the case of the p side and a positive charge in the case of the n side. This barrier
then blocks charge flow because the electrons on the n side are repelled by the
negative region on the edge of the n side and the opposite is true of the holes on
the p side. If the junction is forward biased with a voltage greater than the potential
of the depletion region potential, then the diode conducts current. If the diode is

reversed biased, it acts as an insulator and the depletion region expands.
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2.7.Metal/Semi-Conductor (Schottky) Junction

The point coniact diode is one of the earliest solid-state semiconductor
devices constructed. This type of diode is made by making contact between a Metal
a Semiconductor surface. The point contact diode was later studied by Walter H.
Schotiky circa 1938 who formulated a theory as to why the diode worked;
subsequently this device was named the Schotiky diode to honor his contributions.
Due to the fabrication simplicity of this device, the Schottky diode makes an
excellent choice for testing experimental processes in semiconductor

manufacturing.

This structure is the basis of a large number of some electronic structures

that are more complex than the conventional ones.

The semiconductor material for this study will be Gallium Arsenide (GaAs)
with n-type doping. The material that will mimic the metal that composes the other
half of this device (conductor) will be Graphene, which always has a large

abundance of free electron charge carriers.

All metals have a work function ¢pm: the energy it takes to remove an electron
from the atom to the vacuum level potential. The attributes of both metal and
semiconductor while separated are illustrated in Figure 2-6. The potential energy
needed to inject charge carriers from the metal into the semiconductor material is
the Schottky Barrier Height measured in electron volis (eV). The Schottky Barrier
Height value is the energy it takes to remove an electron from the metal minus the
energy required to detach an electron from the n-type semiconductor material, which
is the electron affinily y creating electron flow from the semiconductor to the metal.
The Schottky Barrier Height can be calculated for a Schottky diode by the following

equation:

¢B =¢m—){ (2.1)

The Schottky Barrier Height (often referred to as SBH) is a fixed amount of
energy drop across the diode, this value is unique to the combination of metal and
semiconductor, ideally this does not vary with forward voltage biasing or current
flow. However, the phenomenon of SBH lowering may occur in reverse bias due to

electric field crowding [18].
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Figure 2-6: Metal and semiconductor before contact: band diagram Schottky

barrier height.

When the metal contacts the semiconductor, there is an imbalance of Fermi
energy states in the two materials and the charges migrate to reach equilibrium
levels. To simplify this matter, some of the electrons in the n-type semiconductor
migrate into the metal leaving behind a region of material with no free charge
carriers. This area is called the depletion region, and the energy it takes to cross
this region is known as the built-in potential. This concept is illustrated in Figure 2-
7.

Semiconductor

Figure 2-7: Metal and semiconductor in contact; band diagram of built-in potential.

The built-in potential Vs also referred to as “equilibrium contact potential”
(occurring when the Fermi levels have reached a balance) is the mechanism that

prevents any further charge movement from the semiconductor conduction band to
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the metal. This built-in potential Vzis the difference in the work function of the metal

and the work function of the semiconductor.

V1 = ¢ — s (22)

The buili-in potential Va;, the applied voltage, and the doping concentration
play a large role in the width of the depletion region. This depletion region is absent
of charge carriers in the semiconductor essentially behaving as a layer of insulation.
The width ¥ of this depletion region is related to both the built-in potential and
doping concentration. Where 1 is the applied biasing voltage with A:;and Nz being
the acceptor/donor carrier concentrations, it is theorized that electrons (donors) in
the n-material migrate into the metal and have a mirrored electric positive (acceptor)
potential in the semiconductor opposite the depletion region. So that A; = Ny and

the equation of 1.3 for p-n junctions may be used to model the Schottky diode [19].

_ 28'(VBI-V(1) Ng+Ng
W = \/ : ( ) (2.3)

Ng.Ng

The below illustration of Figure 2-8 helps to show why the doping
concentration N; may be considered equal to Nz because of the mirrored electric
field in the metal [18]. This depletion width can be manipulated by applying voltage
across the device, which will allow for passage of or resistance to the flow of
electricity. When a forward biasing voltage V% is applied to the Schottky diode the
work function of the semiconductor material ¢s is reduced and thus the built-in

potential is lowered as well.
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Figure 2-8: Mirrored electric dipole potentials of the Schottky contact depletion

region.

The exponential current through the diode can be modeled by equation (2.4) below.
4Va
Ir = I, (e T — 1) (2.4)

The forward current /r through the diode depends exponentially on the
applied voltage V. The initial current /» forms in the depletion region with both with
currents both equal and opposite in equilibrium conditions, thus it can be factored
out [19].

Figure 2-9 shows an illustration of the conducting diode and the
accompanying energy band diagram. During forward bias with the depletion region
reduced and the electrons migrating over the Schottky barrier and moving from the
n-type semiconductor material to the metal contact. From the energy band diagram,
the Fermi level of the semiconductor is raised by the value of the applied voltage. It
should be noted that the metal at the bottom of the semiconductor has been
prepared to be ohmic having a linear current voltage relationship and possess a
very low value of resistance that does not play a role in the ideal analysis of the
Schottky diode current [18].

During the reverse bias mode of the Schottky contact the applied voltage
reinforces the built-in potential and creates a wider depletion region within the
material. Because of the large negative value, the applied voltage the forward
current term tends to zero leaving just the reverse initial current that no longer has
an opposing forward bias equilibrium current.
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IR = _IO (2.5)

The initial current /» of the device under thermal equilibrium can be
approximated by knowing the SBH of the diode given equation 2.1 along with the

charge of the electron and the thermal voltage [18].

—q9¢p
Iy < e &t (2.6)

During reverse bias with the depletion region widens and the only electrons
that migrate over the Schottky barrier, those that existed in thermal equilibrium of
the initial current /. Figure 2-10 shows a reverse bias diode illustration and the band
diagram of the Fermi level of the semiconductor lowered by the value of the applied

voltage.
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Figure 2-9: Schottky diode with energy band diagram showing the forward flow of

electrical current through the diode.
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Semiconductor

Figure 2-10: Schottky diode with energy band diagram showing the reverse bias

Va applied to the diode that increases the built-in potential.

Aspects that affect the magnitude of current through the ideal Schottky diode
are the area (A) of the metal contacting the semiconductor, the temperature (T) of
the material, and the Richardson’s constant (A*) for the material which is a relation
of current density and temperature. With these values known for the material, a
more accurate and comprehensive formula for the Schottky diode contact current
may be expressed by equation 2.7. This equation also accommodates deviation
from ideal diode performance by a factor of n. This value is known as the ideality

factor and for the ideal diode; this value should be nearly equal to one.

—q¢ qVa
I = A.A*T?e e (enkT - 1) (2.7)

Now that a more accurate expression to describe the Schottky diode has
been composed, it is necessary to discuss some of the aspects of the non-ideal
Schottky diode. Various aspects of the material and fabrication will cause
considerable deviation from the diode performance predicted by equation 2.7.
Some of the ways in which variation from the ideal diode characteristics can occur
are offset potentials and linearization due to resistance. While in the reverse

direction carrier generation can cause a steadily increase current greater than that
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of lo and conduction of electrical current in reverse bias will occur due to Zener and

avalanche breakdown [19].

Current linearization due to on resistance could be the cause of a poor quality
ohmic contact or a poor quality Schottky contact interface. Both of these will
contribute to a high series resistance within the diode. When large currents and
voltages are applied to the diode the otherwise exponential I-V curve will become
linear. At this point the linear part of the I-V curve may be evaluated with the help of
equation 1.8 and the value for the total series resistance of the diode may be

calculated by finding the change in voltage over the change in current [19].

4V
Ry = Al (2.8)

In the reverse bias operation of a Schottky diode there are several
mechanisms that create current flow through when the diode should be in a high
resistance mode due the applied reverse polarity. Carrier generation in a neutral
transition region occurs due to thermal activity and the nature of the semiconductor
in regard to what carrier generation - recombination centers may be in the material.
A significant aspect of the diode is the reverse breakdown voltage that occurs when
the diode in the reverse bias mode begins to conduct electrical current
exponentially. There are generally two mechanisms that contribute to reverse bias
breakdown. These phenomena are known as avalanche multiplication and quantum
mechanical tunneling. Neither of these two breakdown methods will destroy the
diode, however heating of the diode could occur due to the high currents due to
voltage breakdown which could result in permanent device failure [21]. Avalanche
breakdown is created by impact ionization occurring when a large electrical potential
is applied across the device and high energy electrons cross the barrier and trigger
other electron hole pairs to form. Zener breakdown is attributed to a mechanism
known as quantum mechanical tunneling which effectively allows the charge to
penetrate the barrier of forbidden region. The applied reverse voltage at which these

mechanisms of breakdown will occur can be estimated by the following equation of
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2.9 that relates the breakdown electric field for the material E, with the doping

concentration Ny [14].
(2.9)

The best way to reduce currents resulting from the preceding phenomenon
is to reduce the field intensity across the device. One of the most influential aspects
to electric field intensity surrounding a Schottky contact is the physical shape of the
metal in contact with the semiconductor forming the diode junction. Many techniques
for design and construction of Schotiky diode contacts implement varied contact

geometries so that reverse breakdown voltages may be increased.

3. SOLAR CELL OPERATION

Due to the properties of the p-n junction and the ability of semiconductors to
absorb energy via photons of light, solar cells are able to generate power. The basic
concepts behind solar power and the important characteristics that can quantify a

solar cells performance are explained in this section.

3.1. Origin of Solar Power

A basic solar cell consists of a p-n junction with metal contacts on both sides
of the junction. In an n on p solar cell the top n layer is called the emitter, while the
bottom p side is called the base. When placed in an environment with light, the solar
cell absorbs photons, which generate electron hole pairs near the depletion region.
To generate power, the metal contacts to the emitter and base are tied together via
an external load as shown in Figure 2-11. Due to the field of the depletion region,
charge carries generated by photons are swept across the depletion region so that
a photocurrent is generated in the reverse biased direction. However, when an
external load is applied, the current induces a voltage across the load. This voltage
induces a countering forward biased current that is less than the photocurrent but
increases as the load reaches infinity. The net current in a solar cell is always in the
reverse biased direction but decreases as the forward biased current increases with
an increasing load. The power produced by the cell is the product of the net current

and voltage across the load.
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Figure 2-11: Power is delivered to an external load from a simple n on p solar cell

(arrows denote electron flow) [20].

3.2.Solar Cell Characteristics

The most useful characteristic of a solar cell is its current-voltage (I-V) curve.
This curve graphs the solar cell's net current per unit surface area in the y direction,
against the associated load voltage in the x direction. A typical solar cell |-V curve
is shown in Figure 2-12, which shows anode voltage plotted against cathode current.
As discussed in the previous section, the value of load resistance affects both the
load voltage and net current generated in the solar cell. The y intercept of the [-V
curve is the limiting case in which there is no load resistance and a maximum value
of current called the short circuit current (Isc) occurs. In this case there is no induced
voltage across the load, creating no forward biased current to counter the photon
induced current. The x intercept represents the exireme case in which the load
resistance is infinite, producing a maximum voltage known as the open circuit
voltage (Vo). In this case no current can flow due to the infinite resistance. Opposing
charges are built up on both sides of the depletion region of the p-n junction,
resulting in a maximum voltage across the infinite load. Though it is useful to know
Isc and Voc for a solar cell, it is more useful to know the maximum power point (Pmax).
The maximum power current (Imax) and voltage (Vmax) can then be determined.
These values show the actual power capability of a solar cell, the most important
factor in the cell’s application. The parameters Vo, Isc, Imax, and Vimax are shown in

Figure 2-12 on an |-V curve.
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Figure 2-12: The typical I-V curve for a solar cell that graphs anode voltage
against cathode current. Vo, Isc, Imax, and Vmax are shown to display the limiting

cases of the I-V curve and the maximum power point [21].

Once the I-V curve for a solar cell is determined, many parameters can be
calculated which are useful in comparing the performance of different cells. Solar
cell efficiency n is given by

n = mex 1009 (2.10)

m

where Pmax is the maximum achievable power of the solar cell and Pin is the input
power from the light applied to the cell. The fill factor FF is given by

FF = fmax (2.11)

ISCVOC

where Voc and Isc are the open circuit voltage and short circuit current, respectively.
The FF is a measure of how well a solar cell transfers its short circuit current and
open circuit voltage properties into actual power. These two parameters are useful
for comparing solar cells but are dependent upon the input power to the solar cell,

which varies based upon the light source applied.

3.3. Solar Cell Input Power

The input power to a solar cell is dependent upon the light source in which
the cell is operating. In this thesis, air mass 1.5 (AM1.5) is used. Solar panels do
not generally operate under exactly one atmosphere's thickness: if the sun is at an

angle to the Earth's surface the effective thickness will be greater. Many of the
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world's major population centres, and hence solar installations and industry, across
Europe, China, Japan, the United States of America and elsewhere (including
northern India, southern Africa and Australia) lie in temperate latitudes. An AM
number representing the spectrum at mid-latitudes is therefore much more common.
"AM1.5", 1.5 atmosphere thickness, corresponds to a solar zenith angle of z=48.2°,
While the summertime AM number for mid-latitudes during the middle parts of the
day is less than 1.5, higher figures apply in the morning and evening and at other
times of the year. Therefore, AM1.5 is useful to represent the overall yearly average
for mid-latitudes. The specific value of 1.5 has been selected in the 1970s for
standardization purposes, based on an analysis of solar irradiance data in the
conterminous United States. [22] Since then, the solar industry has been using
AM1.5 for all standardized testing or rating of terrestrial solar cells or modules,
including those used in concentrating systems. The latest AM1.5 standards
pertaining to photovoltaic applications are the ASTM G-173[10,1 1] and IEC 60904,

all derived from simulations obtained with the SMARTS code.

Figure 2-13 shows the corresponding spectral irradiance for AM1.5 light

beam compared with AMO (full spectrum) spectral irradiance light beam.
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Figure 2-13: Spectral irradiance of the AM0g and AM1.5g spectrums [25].

Due to the properties of solar cells, only part of the solar spectrum can be
converted into electrical power. This is caused by the different bandgaps and optical
properties of materials. The bandgap of a material determines the minimum amount

of energy required to generate an electron hole pair in the material. Any photon with
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energy less than the bandgap will simply pass through the material without exciting

an electron. The energy of a photon is dependent on its wavelength and is given by

1.24

E=—= (2.12)

where E is in units of eV and A is the wavelength of the photon in um. The
shorter the wavelength of a photon, the higher its energy and ability to generate
electron hole pairs in higher band gap materials.

Though it would seem that lower band gap materials would have the ability
to harness the widest range of photons, photons with energies much greater than
the band gap of a material are not very efficient at generating electron hole pairs.
To easily display a solar cell's response to photon energy, a spectral response curve
graphs photon wavelength against the efficiency of charge carrier generation. The
spectral response of three different commonly used solar cell materials is given in
Figure 9. Different materials have different curves that are limited to a maximum
wavelength based on the material band gap and a threshold at which photons have
too much energy. In this thesis, the mid-level band gap material gallium arsenide
(GaAs) is used. GaAs has a spectral response which indicates efficient charge

carrier generation by photons ranging in wavelength from 0.6pm to 0.9um as seen
in Figure 2-14,
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Figure 2-14: The spectral responses of gallium indium phosphide (GalnP), gallium
arsenide (GaAs), and germanium (Ge) solar cells are graphed along with the AMO

spectrum [21].
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3.4.Solar Cell Performance

Though solar cell performance is largely dominated by a material’s spectral
response and |-V characteristics, there are many other factors that influence a solar
cell's performance. The more important factors that affect solar cell performance

are:

e The reflection of light off the surface of a solar cell limits the amount of input
power into the cell. The optical properties of different materials cause a
portion of the photons hitting the solar cell to be reflected off the surface. This
can cause a 35% loss in the theoretical efficiency of a solar cell without the
use of antireflective techniques [21].

e Photons with energy much higher than the band gap generate electron hole
pairs, but the excess energy is dissipated as heat in the crystal lattice of the
solar cell. Low energy photons that do not generate charge carriers also
bombard the atoms in the crystal lattice and create heat. This heating causes
a loss in the voltage of a solar cell. A solar cell loses 2mV/K in voltage, which
can drastically lower the efficiency of a solar cell [21].

e Recombination of electrons and holes can cause the charge carriers
generated by photons to meet in the lattice and cancel each other out. When
this happens, a free electron meets with a hole in the valence band and
occupies that space, no longer contributing to the number of charge carriers
in the solar cell [21].

e Material defects in the solar cell can create traps which create more
recombination. Cheaper, less pure materials can have significant defects that
negate much of the generated current [21].

e The resistance of the bulk material causes a voltage drop within the solar cell
that reduces the efficiency. When charge carriers are generated, they have
to travel to the contacts of the solar cell to be harnessed as energy. The
distance travelled through the lattice is often relatively great for each charge
carrier, creating a high resistance seen by each of the charge carriers. This
decreases the net voltage seen at the contacts [21].

e Shading from the top electrical contact completely blocks light to portions of

the solar cell. The optimal top contact grid usually covers 8% of a solar cell.
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This 8% of the solar cell surface receives no photons to generate charge

carriers and does not contribute to the power production of the solar cell [20].

The problems of internal resistance and shading in solar cells are addressed
in this thesis through the use of Graphene. With a net reduction in the resistance
seen by each of the charge carriers and a reduction in the percentage of the solar
cell surface covered by the top contact, the efficiency of any solar cell can be
increased. The improved conductivity on the surface of a solar cell that could be
provided by a Graphene layer could be used as an electrode which collect current.
These lines could, therefore, be made thicker, reducing losses from resistance in

the grid lines, further increasing the efficiency of a solar cell.

4. CHAPTER SUMMARY

The background in semiconductor physics and solar cells necessary to
understand the research in this thesis was provided in this chapter. The basic
properties of semiconductors the theory and operations of the Schottky junction
were shown to be optimal for generating solar power. The ability to generate
electron hole pairs by the absorption of photons with energy greater than the
bandgap allows solar cells to deliver power to a load. The producible power was
shown to be dependent on both the material of the solar cell and the spectrum of
input light. The power was also shown to be limited by factors inherent in the real

properties of fabricated solar cells.

The structure and properties of Graphene is covered in the next chapter to
provide the basic knowledge necessary in understanding photovoltaic Graphene

applications.
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lll.I  GaAs MATERIAL PROPERTIES

1. INTRODUCTION

In the set of materials, semiconductors constitute a well-defined class, with
particular physical properties that are sources of interest in terms of fundamental
knowledge and applications. These two unseparated factors make the importance
of these materials, despite the limited number of elements and semiconductor

compounds.

Mainly remarkable for their electronic properties, semiconductors are used in
almost all electronic and optical equipment. The biggest part of the components
(transistors, diodes, and so-called chip in general) are made of silicon, which plays
a preponderant role, its technology and its theoretical knowledge have reached

unmatched levels.

In fast electronics and optoelectronics, the properties of silicon are
insufficient (mobility of relatively small carriers and indirect electronic transitions at
the optical absorption threshold). In such applications, the IlI-V semiconductor
compounds are preferable. The properties of these materials are very

advantageous for the performances of these devices.

Among these semiconductors, we find mainly the gallium-indium nitride
(InGaN) which is at the center of this work. This material is a semiconductor
belonging to the category of lll-nitrides, that is to say, composed of nitrogen and
elements of column [l of the Mendeleev table, namely boron, aluminum, Gallium,
indium and thallium, see Figure 1.1. Gallium-indium nitride is an alloy between
gallium nitride (GaN) and indium nitride (InN). Therefore, we will mainly define the
I1-V semiconductors and then describe the properties of these two binary alloys

(GaN) and (InN), and then describe the properties of the InGaN resulting from them.

2. DEFINITION OF lll-V SEMICONDUCTOR MATERIALS

I1I-V semiconductor materials are compound bodies formed from an element
of column Ill and an element of column V of the table of the Mendeleev periodic
table (figure 3-1). Thus, many binary, ternary and quaternary compounds can be
produced.
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Figure 3-1: Part from the periodic table with lll-V elements highlighted in red

2.1.Binary compounds

Of all the possible binary compounds, not all have the same potential interest.
The study of their properties, and in particular of the band structure, shows that the
| lighter elements give compounds of which the band gap is broad and indirect, and
in which the effective mass of the electrons is high. Compounds containing boron,
aluminum or nitrogen fall into this category; They generally have little interest in fast
electronics [26], which requires semiconductors with high carrier mobility or for
optoelectronics or a direct band structure is required for optical transitions to be
effective [27]. At the other end, heavy elements such as Thallium or Bismuth give
compounds based on Gallium (GaAs, GaSb) or Indium (InP, InAs, InSb) whose
properties are most interesting. Table 3-1 summarizes some parameters for

different l1l-V family materials.
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Table 3-1: Parameters of the main IlI-V binary compounds [27].

Composé [H-V | Eg (ev} %y, 1 (em%VS) a (A%)
BN 7.5 3.6150
AlP 245 34510
AlAs 2.16 5,66035
AlSb 1,38 0,12 200 6,1355
BP 2,0 4.5380
GaN 3,36 0.19 380 A
(b=5,185)

GaP 226 0.82 110 54512
GaAs 142 0.067 8300 35,6533
GaSp 0,72 0,042 5000 6.0959
InP 135 0.077 4600 3.8686
InAs 0.36 0.023 33000 6.0584
InSp 0,17 0,0145 80000 6.4794

3. IMPORTANCE OF {lI-V COMPOUNDS IN OPTOELECTRONICS

NI-V compound semiconductors (SC) have played a crucial role in the

development of optoelectronic devices for a broad range of applications. Major

applications of InP or GaAs based llI-V compound SC are devices for optical fiber

communications, infrared and visible LEDs/LDs and high efficiency solar cells.

GaAs based compounds are extremely important for Photovoltaic Solar Cell

applications. We review its parameters later in this thesis.
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Figure 3-2: Bandgap values for different Ill-V compounds in function of their lattice

constant [28].
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4. GaAs MATERIAL PROPERTIES

GaAs is a lll-V compound semiconductor composed of the element gallium
(Ga) from column Il and the element arsenic (As) from column V of the periodic
table of the elements. GaAs was first created by Goldschmidt and reported in 1929,
but the first reported electronic properties of -V compounds as semiconductors
did not appear until 1952 [29].

The GaAs crystal is composed of two sublattices, each face centered cubic
(fcc) and offset with respect to each other by half the diagonal of the fcc cube. This
crystal configuration is known as cubic sphalerite or zinc blende. Figure 3-1 shows
a unit cube for GaAs and Table 3-2 provides a listing of some of the general material

characteristics and properties.

B & ———

Figure 3-3: Unit cube of GaAs crystal lattice.

4.1.Energy Band Structure

As a result of the laws of quantum mechanics, electrons in isolated atoms
can have only certain discrete energy values. As these isolated atoms are brought
together to form a crystal, the electrons become restricted not to single energy
levels, but rather to ranges of allowed energies, or bands called the valance and
conduction bands (Figure 3-4). These two bands are separated by an energy band
gap, which is a very important characteristic of the semiconductor material. At zero
kelvin, all the electrons are confined to the valance band and the material is a perfect
insulator. Above zero kelvin, some electrons have sufficient thermal energy to make

a transition to the conduction band where they are free to move and conduct current
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through the crystal. The probability of an electron having enough energy to make
the transition is given by the Fermi distribution function. The Fermi level shown on
Figure 3-2 is the energy level at which the probability function is equal to one-half.
For pure semiconductors, the Fermi level is approximately in the center of the band
gap. Note, though, that no electron actually has an energy of E, since they are not
permitted to exist at energies in the band gap. The amount of energy required for
an electron to move from the valance band to the conduction band (energy band
gap) depends on the temperature, the semiconductor material, and the material’s
purity and doping profile. For undoped GaAs, the energy band gap at room
temperature is 1.42 eV. The energy band diagram is usually referenced to a
potential called the vacuum potential. The electron affinity, gy, is the energy
required to remove an electron from the bottom of the conduction band to the

vacuum potential. For GaAs, gy is approximately 4.07 eV [30,31].

Table 3-2: Room-temperature properties of GaAs.

Property Parameter
Crystal structure Zinc blende
Lattice constant 5654
Density 5.32g/cm?
Atomic density 4.5 x 10?2 atoms/cni®
Molecular weight 144.64
Bulk modulus 7.55 x 10" dyn/cm?
Sheer modulus 3.26 x 10" dyn/cm?

Coefficient of thermal expansion | 5.8 x 710-6 K1

Specific heat . 0.327 J/g-K
Lattice thermal conductivity 0.55 W/cm-°C
Dielectric constant 12.85

Band gap 142 eV
Threshold field 3.3 kV/cm
Peak drift velocity 21x 107 cm/s
Electron mobility (undoped) 8500 cm?/V-s
Hole mobility (undoped) 400 cm?/V-s
Melting point 1238°C
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Figure 3-4: Energy band diagram for GaAs

GaAs is a direct band gap semiconductor, which means that the minimum of
the conduction band is directly over the maximum of the valance band (Figure 3-5).
Transitions between the valance band and the conduction band require only a
change in energy, and no change in momentum, unlike indirect band-gap
semiconductors such as silicon (Si). This property makes GaAs a very useful
material for the manufacture of light emitting diodes and semiconductor lasers, since
a photon is emitted when an electron changes energy levels from the conduction
band to the valance band.
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Figure 3-5: Energy band structure of Si and GaAs.
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Alternatively, an incident photon can excite an electron from the valence

band to the conduction band, allowing GaAs to be used in photo detectors.

4.2. Mobility and Drift Velocity

GaAs has several advantages over silicon for operation in the microwave
region—primarily, higher mobility and saturated drift velocity and the capability to

produce devices on a semi-insulating substrate.

In a semiconductor, when a carrier (an electron) is subjected to an electric
field, it will experience a force (F = — qE) and will be accelerated along the field.
During the time between collisions with other carrier ions and the semiconductor
lattice, the carrier will achieve a velocity that is a function of the electric field strength.
This velocity is defined as the drift velocity (v). From the conservation of momentum,
it can be shown that the drift velocity () is proportional to the applied electric field

(Figure 3-6) and can be expressed as

2x107 | ]
GaAs
w
£ - ]
9
>
Si
0
0 10
E (kV/cm)

Figure 3-6: Drift velocity of electrons in GaAs and Si as a function of the electric
field.

v=—(L)E (3.1)

41



The proportionality factor depends on the mean free time between collisions
(Tc) and the electron effective mass (m®). The proportionality factor is called the

electron mobility (x) in units of cm2/V-s.

Mobility is an important parameter for carrier transport because it describes
how strongly the motion of an electron is influenced by an applied eleciric field.
From the equation above, it is evident that mobility is related directly to the mean
free time between collisions, which in turn is determined primarily by lattice
scattering and impurity scattering. Lattice scattering, which is a result of thermal
vibrations of the lattice, increases with temperature and becomes dominant at high
temperatures; therefore, the mobility decreases with increasing temperature.
Impurity scattering on the other hand, which is a result of the movement of a carrier
past an ionized dopant impurity, becomes less significant at higher temperatures
[30].

Although the peak mobility of GaAs in the linear region can be as much as
six times greater than that of silicon (Si) at typical field strengths, the advantage of
GaAs may be only as much as a factor of two [32]. This still translates to the fact
that GaAs devices can work at significantly higher frequencies than Si. The exact
increase in the speed of operation depends on factors such as the circuit

capacitance and the electric field regime in which the device operates.

4.3. Semi-Insulating GaAs

The importance of semi-insulating GaAs is based on the fact that devices
made of it by direct ion implantation are self-isolating, so that it is ideally suited to
integrated circuit fabrication. Moreover, the semi-insulating substrate provides
greatly reduced parasitic capacitances, thus faster devices, and allows for
integration and the implementation of monolithic microwave integrated circuits
(MMIC).

Semi-insulating GaAs must meet the following requirements to provide

semiconductor quality material:

) Thermal stability during epitaxial growth or anneal of ion-implanted

active layer.
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(2)  Absence of undesirable substrate active layer interface effects, such

as back-gating and light sensitivity.

3) No degradation of active layer properties by out-diffusion of impurities

from substrate during thermal processing.

4) Lowest possible density of crystalline defects, such as dislocations,

stacking faults, and precipitates.

To achieve some of these requirements, buffer layer technology was
developed. A buffer layer is a relatively thick, high-resistivity epitaxial layer grown
on the semi-insulating substrate. Another epitaxial layer is then grown on the buffer
layer and used for the active layer. The buffer layer provides a physical barrier for

undesirable substrate impurities and imperfections.

GaAs bulk resistivity can range from 10-° Q-cm to about 1022 Q-cm, with the
practical range being 10~* Q-cm to 10® O-cm. This high resistivity is about six orders
of magnitude greater than that of silicon and provides excellent isolation and
substrate insulation. Undoped GaAs can be made semi-insulating by the addition
of either oxygen or chromium to the melt. The resistivity of the semiconductor can
be controlled by counter doping with a deep-level impurity that has a conductivity

type opposite to that of the impurities introduced during growth.

4.4 Crystal Defects

No semiconductor crystalline material is perfect, and GaAs crystals, in spite
of the efforis to control crystal growth, contain a number of crystal defects,
dislocations, and impurities. These defects can have either desirable or undesirable
effects on the electronic properties of GaAs. The natures of these defects and the
observed effects are determined by the method of their incorporation into the

material and the general growth conditions.

4.4.1. Point Defects

Localized defects of atomic dimensions, called point defects, can occur in an
otherwise perfect crystal lattice. These point defects can include vacancies,

interstitials, misplaced atoms, intentionally introduced dopant impurities, and
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impurities introduced inadvertently during the material growth process. The study
of point defects is important because of the effect these defects have on the
electronic properties of the material and the strong relationship between diffusion
and the number and type of defects in the crystalline material. The electrical
properties of a semiconductor can be manipulated by the deliberate insertion of
chemical defects (impurities) into the material during the growth and processing
steps. However, intrinsic defects present in the material also play an important role

in the electronic behavior of GaAs.

Many intrinsic defects are observed in GaAs. The concentration and effect
of these defects are determined by the manner in which the material is grown.
Intrinsic defects in GaAs include both arsenic and gallium vacancies, their
concentration being determined by the overpressure of arsenic during processing.
The effect of these vacancy defects has been observed to be neutral [33], deep

donor-like, and deep acceptor-like [34].

EL2, an important defect in GaAs, is present in material grown from an
arsenic-rich melt. This defect is donor-like in character and is located at the middie
of the energy gap [35]. It is thermally very stable and can withstand processing
temperatures up to 900°C, and acts as an electron trap. The importance of this
defect lies in its ability to convert p-type GaAs to semi-insulating material, and its
thermal stability. ’

4.4.2. Dislocations

A dislocation is a one-dimensional array of point defects in an otherwise
perfect crystal. It occurs when the crystal is subjected to siresses in excess of the
elastic limit of the material. Dislocations interact with chemical and other point
defects. This interaction exists between the localized impurity atoms and the strain
field near the dislocations. The presence of a dislocation is usually associated with
an enhanced rate of impurity diffusion leading to the formation of diffusion pipes.
This effect translates to the introduction of trapping states in the band gap, altering
the etching properties of the wafer, and, most importantly, altering the electrical

properties of the devices. Studies have shown detrimental effects of dislocations
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and dislocation densities on the source drain current and threshold voltage of field-

effect transistors FETs [36,37], carrier concentration, and sheet resistance [38].

Dislocations generally are introduced as a result of a temperature gradient
present during crystal growth. Modern crystal growth methods can routinely
produce 7.6-cm (3-in.) wafers with dislocation densities of 10* to 105 cm™2 for the
Liquid Encapsulated Czochralski (LEC) and 8000 to 25,000 cm-2 for Horizontal
Bridgeman (HB) techniques.

4.4.3. Impurities in GaAs

Chemical point defects (doping impurities) can be introduced to the
crystalline material either deliberately or inadvertently as contamination during
processing. In general, substitutional impurities are electronically active, whereas
many contaminants are interstitial in nature and are electronically inactive. Dopants
are classified as either donors or acceptors. A donor has one more electron than
the atom it is replacing in the crystal. This extra electron is easily removed or
donated to the conduction current. An acceptor, on the other hand, has one less
electron than the atom it is replacing. Thus, an acceptor can easily capture an
electron and prevent it from adding to the conduction current. Regardless of the
type or character of the impurity, the electrical properties of the semiconductor are

altered.

Figure 3-7 shows the energy band diagram of Figure 3-4 with the addition of
impurities. Shallow donor or acceptor impurities have energy levels within 3kT of
the conduction and valance band, respectively. Since the energy required for an
electron to transition from these impurity energy levels to the nearest band edge is
very small, they are typically fully ionized at room temperature. The Fermi level
shifts from the band center towards the impurity levels to reflect this. In other words,
for donor impurities, the Fermi level shifts towards the conduction band, and Vs
decreases as the donor doping concentration increases. A similar description can
be made of acceptor impurities. It is these shallow impurities that are used for
doping purposes. Impurities with energies in the center of the band gap are called
deep impurities. Deep impurities generally degrade device performance by

reducing the carrier lifetime.
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Figure 3-7: Energy band diagram for GaAs.

Both impurity types, deep and shallow, are present in GaAs in the form of
complexes with gallium or arsenic. One of the most common is silicon. This group
IV element can be used to give either p-type GaAs by incorporating it at low
temperatures, or n-type GaAs by processing it at high temperatures. Another group
IV element, carbon, is also used extensively to provide p-type GaAs. Chromium
(Cr) behaves as an acceptor, with an impurity level close to the center of the energy
gap. This property makes it very useful for counter doping n-type GaAs to make it
semi-insulating. Other elements such as copper, oxygen, selenium, and tin are also

used in GaAs processing to provide the desired n- or p-like behavior.

4.5. Thermal Characteristics

GaAs has a thermal conductivity of 0.55 W/cm-°C, which is about one-third
that of silicon and one-tenth that of copper. As a consequence, the power handling
capacity and therefore the packing density of a GaAs integrated circuit is limited by
the thermal resistance of the substrate. The reliability of GaAs devices is direcily
related to the thermal characteristics of the device design, the mounting technique

used for the die, and the materials used for that interface.

The thermal conductivity of GaAs is related to the temperature of the material
over a wide temperature range and varies approximately as 1/7, where T is the
temperature in kelvin. However, thermal conductivity can be considered linear over

a very short temperature range [39].
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The power handling capabilities, reliability, and performance of
semiconductor devices are directly related to the junction temperature of the device
during operation. While GaAs has a higher thermal resistivity than silicon, this is
somewhat offset by the higher band gap of GaAs, allowing higher operating
temperatures. Nevertheless, thermal considerations are extremely important in

device design, packaging, and application.

LI GRAPHENE: THE NEXT REVOLUTION IN 2D MATERIALS

1. INTRODUCTION

Photovoltaic technology today is facing many obstacles; some of them are
the limits of silicon and the conducting materials. The need for a new material is
more than urgent to ensure the continuity of the technological development. To this

point, 2D materials seem to be the perfect solution for this dilemma.

2. MATERIALS THAT SHOULD NOT EXIST

More than 70 years ago, Landau and Peierls argued that strictly 2D crystals
were thermodynamically unstable and could not exist [47,48] Their theory pointed
out that a divergent contribution of thermal fluctuations in low-dimensional crystal
lattices should lead to such displacements of atoms that they become comparable
to interatomic distances at any finite temperature [49]. The argument was later
extended by Mermin [50] and is strongly supported by an omnibus of experimental
observations. Indeed, the melting temperature of thin films rapidly decreases with
decreasing thickness, and the films become unstable (segregate into islands or
decompose) at a thickness of, typically, dozens of atomic layers [51,52]. For this
reason, atomic monolayers have so far been known only as an integral part of larger
3D structures, usually grown epitaxially on top of monocrystals with matching crystal
lattices [51,52]. Without such a 3D base, 2D materials were presumed not to exist,
until 2004, when the common wisdom was flaunted by the experimental discovery
of graphene [14] and other free-standing 2D atomic crystals (for example, single-
layer boron nitride and half-layer BSCCO) [31]. These crystals could be obtained on
top of non-crystalline substrates [44-46], in liquid suspension [14,53] and as

suspended membranes [54].
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Importantly, the 2D crystals were found not only to be continuous but to
exhibit high crystal quality [14—46,53,54]. The latter is most obvious for the case of
graphene, in which charge carriers can travel thousands of interatomic distances
without scattering [14—46]. With the benefit of hindsight, the existence of such one-
atom-thick crystals can be reconciled with theory. Indeed, it can be argued that the
obtained 2D crystallites are quenched in a metastable state because they are
extracted from 3D materials, whereas their small size (<<1 mm) and strong
interatomic bonds ensure that thermal fluctuations cannot lead to the generation of
dislocations or other crystal defects even at elevated temperature [59,60]. A
complementary viewpoint is that the extracted 2D crystals become intrinsically
stable by gentle crumpling in the third dimension [54,55] (for an artist’s impression
of the crumpling, see the cover of this issue). Such 3D warping (observed on a
lateral scale of =10 nm) [54] leads to a gain in elastic energy but suppresses thermal
vibrations (anomalously large in 2D), which above a certain temperature can

minimize the total free energy [55].

3. BRIEF HISTORY OF GRAPHENE

Before reviewing the earlier work on graphene, it is useful to define what 2D
crystals are. Obviously, a single atomic plane is a 2D crystal, whereas 100 layers
should be considered as a thin film of a 3D material. However, how many layers are
needed before the structure is regarded as 3D? For the case of graphene, the
situation has recently become reasonably clear. It was shown that the electronic
structure rapidly evolves with the number of layers, approaching the 3D limit of
graphite at 10 layers [56]. Moreover, only graphene and, to a good approximation,
its bilayer has simple electronic specira: they are both zero-gap semiconductors
(they can also be referred to as zero-overlap semimetals) with one type of electron
and one type of hole. For three or more layers, the spectra become increasingly
complicated: Several charge carriers appear [33,57], and the conduction and
valence bands start notably overlapping [33,56]. This allows single-, double- and
few- (3 to <10) layer graphene to be distinguished as three different types of 2D
crystals (‘graphene’). Thicker structures should be considered, to all intents and
purposes, as thin films of graphite. From the experimental point of view, such a

definition is also sensible. The screening length in graphite is only =5 A (that is, less
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than two layers in thickness) [57] and, hence, one must differentiate between the

surface and the bulk even for films as thin as five layers [57,58].

Earlier attempts to isolate graphene concentrated on chemical exfoliation. To
this end, bulk graphite was first intercalated [59] so that graphene planes became
separated by layers of intervening atoms or molecules. This usually resulted in new
3D materials [59]. However, in certain cases, large molecules could be inserted
between atomic planes, providing greater separation such that the resulting
compounds could be considered as isolated graphene layers embedded in a 3D
matrix. Furthermore, one can often get rid of intercalating molecules in a chemical
reaction to obtain a sludge consisting of restacked and scrolled graphene sheets
[60-62]. Because of its uncontrollable character, graphitic sludge has so far

attracted only limited interest.

There have also been a small number of attempts to grow graphene. The
same approach as generally used for the growth of carbon nanotubes so far only
produced graphite films thicker than =100 layers [50]. On the other hand, single- and
few-layer graphene have been grown epitaxially by chemical vapor deposition
(CVD) of hydrocarbons on metal substrates [64,65] and by thermal decomposition
of SiC (refs 66-70). Such films were studied by surface science techniques, and
their quality and continuity remained unknown. Only lately, few-layer graphene
obtained on SiC was characterized with respect to its electronic properties, revealing
high-mobility charge carriers [68,69]. Epitaxial growth of graphene offers probably
the only viable route towards electronic applications and, with so much at stake,
rapid progress in this direction is expected. The approach that seems promising but
has not been attempted yet is the use of the previously demonstrated epitaxy on
catalytic surfaces [64,65] (such as Ni or Pt) followed by the deposition of an
insulating support on top of graphene and chemical removal of the primary metallic

substrate.

4. CARBON ATOM AND STRUCTURE OF GRAPHENE FROM THE CHEMICAL
VIEWPOINT

The nature of chemical bonds, and the forms and shapes of siructures are
responsible for determining most of the properties of materials. Consequently, we

have studied the electronic and optical properties of the element carbon and in
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various forms and allotropes, but the most important studies relate to the two-
dimensional single layer of graphite, which is known as graphene. Carbon is non-
metallic and one of the best-known and most familiar materials for more than 400
years, when the British first used carbon pencils for writing. It is the sixth element of
the periodic table and is the basis of all organic molecules. The electronic structure
of one atom of carbon is based on 6 electrons, i.e., 1s2 2s2 2p?, where 7152
represents the two electrons near the nucleus, which occupy the inner orbitals and
do not contribute to chemical reactions. The four electrons (2s2, 2p?), however,
which occupy the external orbitals of the carbon atom are mixed together to
contribute in three potential types of hybridization (sp, sp? and sp%) in order to
enhance the binding energy of the carbon structure with near neighboring atoms,
forming the tight-bonded i1-bonds. The fourth electron is associated with the (7 and
- 77) bands, as shown in Figure 3-8(a). The angles of the sp*hybridized orbitals are

120° like the angles of an equilateral triangle, as in Figure 3-8(b). [71-74].

Carbon is the basis of all organic molecules. Pure carbon in the form of
graphite is made of single atomic layer thick crystals sp? of hybridized atoms, which
are arranged in the two-dimensional honeycomb lattice structure of the carbon
allotrope called graphene (Figure 3-8(c)) and tend to develop into other types of
structure such as graphite, fullerene, and nanotubes. Graphite is thus a three-
dimensional (3D) structure composed of a number of graphene layers of
hexagonally structured carbon material. In graphite, the graphene layers are weakly
bonded to each other due to van der Waals forces, with a distance between layers
of about 3.35 A [48]. It is graphene that represents the basic building block for the
graphitic structure. The structure of the hexagonal lattice, with each hexagon

defined by six carbon atoms, one in each corner, is shown in Figure 3-8(d).
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Figure 3-8: (a) Schematic representation of ¢ and T bonds in graphene [75]; (b) schematic
view of hybridization of carbon atom; (c) graphene is a carbon allotrope with a two-
dimensional honeycomb lattice structure; (d) typical hexagon from the graphene lattice

surrounded by six carbon atoms with one carbon atom in each corner.
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In addition, the carbon atoms are connected with each other by 6 covalent
bonds: there are 3 single bonds represenied as C-C, and 3 double bonds lie
between them and are represented by C=C, with the distance between the atoms

0.147 nm and 0.135 nm respectively [71].

Different layers of graphene may be stacked together and held by the weak
van der Waals covalent forces, to form a larger covalent structure, which is then
called graphite (Figure 3-9(a)). Graphite may be a good conductor of elecitricity due
to the vast delocalization of electrons within the weak bonds in graphite, where the

delocalized electrons are free to move and are able to conduct electricity [71].

On the other hand, fullerene is another carbon allotrope; it is a zero-
dimensional material, which has a similar composition to graphite but is made of
hexagonal and pentagonal structures joined together (in a design that resembles a
football or soccer ball (see Figure 3-9(b)). Fullerene is produced by using an electric
arc between two graphite rods in a helium atmosphere to vaporize the carbon and
takes the form of a hollow sphere, ellipsoid, tube or ring. Fullerene remained in
hiding until the late twentieth century, unlike graphite and some other forms of
carbon [73].

Carbon nanotubes (CNTs) are one of the most interesting materials due to
their unique physical properties, which have attracted the attention of scientists and
researchers since their discovery. They constitute a one-dimensional allotrope of
carbon and, consist of graphene sheets rolled up into cylindrical tubes with Nano-
scale diameters, as shown in Figure 3-9(c). The electronic properties of the
nanotube depend on how the graphene sheet is rolled up [75]. Their thermal
conductivity, mechanical and electrical properties, and the strength of their sp?
carbon bonds endow CNTs with exciting mechanical, optical, and electronic

properties and give them significant potential for applications [76-80].

CNTs can be "metallic or semiconducting depending on their structural”
characteristics [81]. The first experiments with CNTs were conducted by using
Raman spectroscopy [81,82], where "Theoretical predictions for the dependence of
the transition energies on the nanotube diameter were used to narrow the possible
nanotube types in the sample” [81,82]. Resonant Raman spectroscopy was also

very important and useful for giving a description of the structure and electronic
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properties of CNTs [81,82]. CNTs can be categorized in three structures as follows:
Single-wall Nanotubes (SWNT) [84,85], Multi-wall Nanotubes (MWNT) [86], and
Double-wall Nanotubes (DWNT)) [87,88].

Diamond is one of the oldest known carbon allotropes and was discovered in
India at least 3000 years ago. Diamond consists of a lattice of carbon atoms in the
form of a cubic structure (2-face-centred-cubic (2fcc)) of carbon atoms. The well-
known diamond hardness is due to the strength of the connections between the
covalent bonds in the diamond structure, which is also characterized by high thermal
conductivity compared to other materials. The electronic structure of diamond is
based on hybridization [89,90,71] (see Figure 3-9(d)).
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(d)

Figure 3-9: (a) Lattice structure of graphite as graphene multilayer. (b) Fullerenes (C60)
are molecules consisting of wrapped graphene. (c) Carbon nanotube as a rolled-up

graphene layer. (d) Unit cell of the diamond cubic crystal structure.
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5. GEOMETRY OF THE BAND STRUCTURE OF GRAPHENE'S HONEYCOMB
LATTICE FROM THE PHYSICAL VIEWPOINT

The graphene structure has fascinating features, which is a good reason for
analyzing it and studying its optical and electronic properties. The honeycomb
structure of graphene is made up of carbon atoms and takes the form of a hexagonal
configuration with two sublattices (2 carbon atoms per unit cell [113,91]), which can
be represented by two triangles in one lattice, as shown in Figure 3-10(a). According
to this Figure, the graphene structure is not a Bravais lattice because two
neighboring sites are not equivalent [98,99,120], but it is suitable to arrange a new
triangular Bravais lattice with two primitive sublattice vectors (a, and a,) as the A-A
or B-B sublattices, (see Figure 3-10(a)), which are represented in the Cartesian X-y

coordinate system as follows:

@ =5(3V3) & =2(3-V3) (3.2)

Where (a = 0.142 nm) is the carbon-carbon distance of the bond length in
the graphene lattice. In addition, each point on the lattice of unit cells can be found

by using the real space graphene honeycomb lattice translation vectors [93]:
R = md, + nd, (3.3)

Where m and n are two integers. In addition, Figure 3-10(a) shows the

reciprocal lattice with primitive unit vectors of hexagonal symmetry as

P _ A, X4, _ _1_ i
By =S LE as(azxaz) o (ﬁa’ a) (349
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Where a, is the unit vector in the z direction, so, there are six points in the
corner of the graphene Brillion zo'ne (see Figure 3-10(b)), which contains two groups
of inequivalent points (K and K'). These are called Dirac points [113,91] and are very
important for describing the physical properties associated with the graphene

structure. Their positions can be expressed in this form:

I 63
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The three nearest neighbor vectors which connect the A and B sublattices

(A-B), and hence the vectors §; for an A-sub lattice atom are given by:

5i=3 (1,V3) 8 =5 (1,—V3) 83 =—a(1,0)

While the vectors §; for a B-sublattice atom are the negatives of these.

Figure 3-10: (a) Graphene honeycomb lattice structure with the two graphene sublattices,
and primitive unit vectors and other unit cells as defined above. (b) Hexagonal siructure of

graphene with reciprocal lattice vector and the first Brillouin zone

5.1.Bloch Wave Function and Tight Binding Approach

The unusual band structure of carbon monolayer sheets has been calculated
approximately by using one of the quantum mechanical approaches for solid
material, which is the tight binding model. This model describes the electronic
properties of graphene sheet between nearest neighbor carbon atoms in the
honeycomb lattice and includes only the Zp; state [72]. Theoretical studies based
on the tight binding model have provided significant analytical results and can be
combined with experimental studies, which will give good results. From 1928, Bloch
succeeded in establishing the first theory to explain the electronic states in a periodic

crystal lattice, which contributed to the building up of the wave functions of the
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electronic band structure. The main problem in the tight-binding model, however, is
to build a wave function that is in the form of a combination of Bloch’s wave functions
for the two sublattices (A-B sublattices), while maintaining the atomic structure
[94,73]. In vibrational tight binding, the total wave function for two atoms per unit cell
can defined from the Bloch wave functions by using Fourier transform analysis and

can be written as:

Here C, and Cy are complex function coming from the A and B sublattices,
respectively, ¥X and WX are the wave functions on the A and B sublattices,
respectively, and can be written in terms of the above-mentioned atomic wave

functions as

1 2 TS e
qu{{ )= —‘/'_N‘ZTA C’LK'TA(PA (r —7y)
PE(r) = =0, e Xy (r — 1) (3.7)

Where N is the number of atoms in the honeycomb lattice, ¢, and ¢ are the
real atomic orbitals related to the 2p; orbitals in the two different atoms per unit cell,
Kis the quasi-momentum, and 7, and rg identify the locations of all atoms in A and
B, respectively. In addition, each sub-lattice atom in the graphene shest is
connected to three nearest neighbors, and the angles between them are 120° with
respect to each other. Furthermore, to satisfy Bloch’s theorem in terms of the atomic
structure and to describe the electronic band structure of the graphene monolayer,

the total wave function can be rewritten as follows:
1 = =
leK(T + Rj) = \/—I—V—ZTJ"RJ' elKJ]QOi(T F Ry = 1’}) (3.8)

Here, j = the A or B sublattice, and R; is a Bravais lattice vector. The

difference between the two Bravais lattice vectors can be written in general form as

follows:

Ry

leI,{n(T + Rj) = —\/“TZT‘j,—Rj,n=1 ..... ni eiK'(rj'"_Rj)qu(T - (7}',11 - Rj)) = eiK'Rﬂ‘U/{S' (T) (39)
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The band structure determining the graphene properties requires
understanding and calculating the time-independent Schrédinger's equation.
Therefore, the solution of this equation can be achieved by defining the Hamiltonian
equation around each point of the sublattice in the honeycomb structure, which
participates in three (1s, 2s, and 2p,) orbitals of the electronic band structure and

may be written in matrix form as a two-dimensional lattice [71,72]:
B = (HAA HAB) e (3.10)

Where the AA and AB terms represent the integrals between the orbitals of
the A atoms in the sublattice units and between the A and B sublattices, respectively,
while H is the Hamiltonian equation. In the absence of the two back scattering terms,
the Hamiltonian depends on two terms, H,, and Hgzy and can be rewritten in the

form below:
Hyy = ('I’f(r)thUf(r)) = EZp
Hpp = <W§(T)IH|W§*(T)) = Eyp

Here ¥ and Y55 include the two spinor components of the energy band.
The term is the approximate energy of the 2p orbital, and H,, = Hgzp = E;,. The

solution of the overlap equation can be easily obtained from the matrix equation

Py ok wk gk 1 pr pK
Se={ % 4 A “El=gt =>( . A B) 3.11
s (rpg wk wit gk [Tk LS | @-11)

Where
Wk — pk'yk — 1

Then, from the overlap equation and by substitution into the characteristic

equation, we may obtain the eigenvalues of the Schrédinger equation, as follows:
det[Hk - EkSk] =0. (312)

E, describes the energy dispersion of the band structure, and it has two

solutions, i.e. two energy bands per unit cell as electron—hole symmetry, Therefore:

Ef = Epp +[Hap(k) Hip (k) (3.13)
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E;, = iyg\/l + 4 cos G kxa) cos (t—g kya) +4cos? G kxa) (3.14)

Where k, and k,, are the components of the wave vector k at the corner of
the Brillion zone, and 3y = 3 eV is the nearest neighbor hopping energy of the
graphene honeycomb. The signs + and - indicate the highest energy state within the
valence band and the lowest energy state within the conduction band, respectively.
Figure 3-11(a) shows the electronic disposition and energy bands of the graphene
monolayer sheet in 3D, and Figure 3-11(b) shows a section of the energy band in
2D, which is connected in two Dirac points, and all characteristic lines (K->T-

M - K).

Finally, to calculate the two components of the spinor wave function of the
Hamiltonian for monolayer graphene, and solve the Eigen functions around the
corner of the Brillouin zone (Dirac point), we can use the Schrédinger equation
H W5 (r) = E,¥£(r) , which may be rewritten in matrix form by substituting the
Hamiltonian equation and energy band structure in the graphene lattice as
mentioned above, with multiplication of the Schrédinger equation by ¥X*. The result

can be written as follows:
Y (HYE () = PR EYE () (3.19)

Then, the total wave function of the two atoms per unit cell, as shown in

Figure 3-10(a), can be rewritten as
() = a5 () + BPE () (3.16)

Where a, and B, are the two complex spinor components . of the quasi-

momentum. Both of them are factors in the Bloch function as in the form below

W) = ey 7 () (3.17)

Finally, the Schrédinger equation for monolayer graphene, which includes all
the electronic characteristics and describes the electronic transitions in the

honeycomb structure, can be written in the following form:

@i B H(g) = el B (5) (3.18)
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The first significant feature of this equation, which describes all photon
processes between the two energy bands (the valence and conduction bands) and
around each Dirac point in the monolayer graphene lattice, is that it also describes
the electronic transitions and important structure of this two-dimensional allotrope
of carbon. This equation gives good results in many cases and may be compared
with other results, such as experimental results or results from another theoretical
model. Also, the use of new methods in the various branches of quantum mechanics
can achieve substantial convergence with the results that have been presented and
thus allow access to new theories to explain the electronic and optical properties,
such as the ab- initio model. Therefore, the realization and control of the unique
properties of graphene material can open up new horizons in the field of

optoelectronic devices.

10 o -?_"'H-.‘_‘ == ap initio
E B -—--tight binding
> s o ! e, ]
T ; M| ]
> = | e PR |
2 0 e i
g . 5 __.-“"-( H"‘*‘-—:—
L 5 f !‘5""‘"-%__ i -
“-“-r—,.,_ — __:,,,-4-’""? : 3
M T K M
Wavevector

Figure 3-11: Energy dispersion in the honeycomb graphene lattice. (a) Left, the energy
bands of a graphene monolayer sheet in 3D. Right, the energy dispersion of graphene at
the K-point, which is known as the Dirac cone. (b) Comparison of ab-initio model and tight

banding model of graphene, showing good agreement at low energies [94].
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5.2.Single Layer Graphene

Graphene is a single-atomic-layer, two-dimensional system composed solely
of carbon atoms arranged in a hexagonal honeycomb lattice. It can be considered
as the basic building unit for other forms of carbon materials. Electronically, single
layer pure graphene is a zero band-gap semiconductor with two energy bands, the
conduction and valence bands, which meet at the Dirac point, as shown in Figure
3-10 (a) (left). Only a brief account of the structure of the graphene monolayer will
be given here, because much of this has been already covered in detail, where the
energy band dispersion and wave function have been calculated by using a branch
of quantum mechanics, the tight-binding model, and also in terms of Bloch's theory
in order to satisfy the theoretical details. The energy dispersion approximation near

the k and k' points in graphene single layer can be rewritten as
Ey = thvf|K]| (3.19)

Where v; = 3y,a/2h = 10° m.s™* is the Fermi velocity, and y, = 3 eV is the
hopping parameter. This energy around the k and k' points takes the shape of two
cones, where the one in the upper half of the dispersion is the conduction (z*) band
and the other one in the lower half is the valence () band, with the two dispersions
touching each other at the zero-energy point (Dirac point). Such an arrangement is
called a Dirac cone (see Figure 3-11(a)). For the case of zero carrier density, the
point where the two bands cross the Fermi level coincides with the zerb energy at

the K and K’ points of the first Brillouin zone, whose wave vectors are given by

K = (4n/3a)(1/+/3,1) and K = (41/\/3 a)(3/2V/3,—1/2) [95].

The effective low energy Dirac Hamiltonian equation of two-dimensional
single layer graphene describes the charge carriers close to the Dirac point and
also can be written as a 2 x 2 square matrix, taking into account the relative Weyl

fermion equation, as follows:

H=hv 0 o & iy = v 6.K (3.20)
T\ ky — ik, 0 the '

Then, the Schrédinger equation can be revised in quite reasonable form by
using the Hamiltonian equation as above for spinless graphene carriers around the

Dirac point, which can be defined by
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—hyo. V¥ =EY (near K point)
—hvo* . VY' =E Y (near K’ point)

Here, V is the gradient with respect to the position (r), and & is the operator
of the general Pauli matrices on the spinor ¥ = (¥,, %), which is expanded into

two dimensions, those of the x and y axes, and is given as

6= (O—XJ Uy) 3 6" = (O’;, _"O-y*)

L R e B (R B P

From these procedures, we reach the well-known Schrodinger equation of
single layer graphene, which will be reduced to the general form by modelling the
previously mentioned relations with the Dirac Hamiltonian equation around the K
point in the low energy system. Note that the particles behave as massless only

around this point, and the result therefore will be

0 k,+ik
w0 ) () =5 ()

This equation involves the two component spinors and describes a particle
with finite mass in the graphene lattice. It thus can be easily solved to yield the

eigenvalues and eigenfunctions, which are given by

1 e—iek/Z
¥Y.(K)= ﬁ(le“”f”) where Hy = hvo.K
1 oifr/2 X
Vo) =% () Where Hy =huo" K (3.22)

Here, 1 =1 (—1) indicates the K and K' valley, respectively, and g, =
arctan(k, /k,) is defined by the direction of the wave vector in k space
[113,100,119,122]. The rotation of K in both the k, and the k,, planes by 2, will
result in a change in phase by 7, with the new phase called a Berry's phase. That
change in phase by 7 is one feature that describes the two spinors of the wave

function.
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5.2.1. Electronic structure of gapped single layver graphene

All the above discussion describes the electronic structure of single layer
graphene under gapless (zero band-gap) conditions, so it is important to address
another form of the energy bands, that is, a gap between the energy bands at the
Dirac point. The arrangement of the two sub-lattices of carbon atoms is responsible
for the zero energy between the bands. Consequently, a breaking of the symmetry
between the A and B sub-lattices at the Dirac point would cause a gap to open up
[96]. Furthermore, the possible ways to break the symmetry and to open up the gap
include, for example, strain engineering [97, 98], graphene-substrate interaction
[99,100], confinement [101], and chemical modification of graphene [102]. The
absence of the energy gap in graphene blocks the development of many optical and

electronic applications.

Therefore, we will follow the same steps as in the gapless case to calculate
the eigenvalues and eigenfunctions with a band gap, and then the Hamiltonian
equation around the k point at low energy can be written in the form below:

k. — ik, ——
Here, A, and —A, represent the energy bands at the Dirac point.

The eigenvalue is given by substituting the Hamiltonian equation for the

energy gap condition into the characteristic equation as follows:

Epp= 1\/(A£)2 + nglkl2 = i—\/(AE)Z + vj?(k,% +k2) (3.24)

The equation above describes the energy spectrum around the K point below
the band gap. In addition, with an energy gap in single layer graphene, there is the
clear fact that the charge carrier has a finite mass, so that the behavior of this energy
equation is not linear in the low energy regime. But on the other hand, the behavior
of the electrons cannot be obtained without destroying the linear behavior
and breaking the symmetry of the graphene single layer structure [103]. In addition,
the wave function for two compound spinors in this system can be calculated by
substituting the Hamiltonian matrix as above into the Schrédinger equation and is

given as follows [96]:
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pilke=lcy)

k8
Ye(A) = 5 l\ligk,AE—jjeigei(kx_ky) (3.25)
kAT

The density of states for gapped graphene can be defined by

Ds — gvgsIEk.AI G(IE’{.AI —_ A) (326)

2mhv?

Where g, = 2 and gy = 2 are the degrees of freedom associated with the
spin and the valley, respectively, and 4 is a step function [103, 104]. Finally, to
control the semiconducting properties and tune the Fermi level of graphene, we can

use doping, chemical modification, and electrostatic field tuning [105].

5.2.2. Experimental work of single layer graphene

The discussion above is concerned with the theoretical expression of the
graphene structure in two forms, with and without a band gap. Therefore, it is
worthwhile to compare the theoretical results with the experimental results to
achieve a comprehensive understanding of the electronic struciure of the
honeycomb lattice of carbon atoms in 2D. Therefore, in this section we will address
briefly the most important experimental studies under the framework of this topic.
Since the isolation of single layers of graphite in 2004 [106], several exciting
experimental studies on single layer graphene have been conducted. In addition, a
number of efforts were combined from 1990 to 2004 to attempt fabrication of thin
films of graphite. Unfortunately, these attempts did not succeed, however, exceptin
obtaining films several tens of layers thick, amounting to about 50 to 100 layers until
2004, when a group of scientists succeeded (the first experimental establishment)
in the fabrication of single-atom-thick two-dimensional graphene crystalline material
[107] (as shown in Figure 3-12(a-d)). After that, these isolated samples were taken
and placed over a thin layer of SiO2 on a silicon wafer. The layer of Si under the
SiO2 was used as a "back gate" electrode to change the charge density in the
honeycomb lattice over a wide range [108]. The first observation of the unique
properties of graphene by using the micromechanical cleavage technique was of
the Anomalous Quantum Hall Effect. That validated the theoretical results and
predicted a n-shifted Berry's phase of massless Dirac fermions in graphene [109].
Recently, monolayer graphene films have been achieved by chemical vapour

deposition on a thin substrate of nickel layers and silicon wafer covered by a layer
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of silicon oxide. In addition, this offered different methods of modelling the films for
the synthesis of large-scale graphene films [110,111], which have provided a clear
explanation of the typical Quantum Hall Effect for single layer graphene. As has
proved important, using monolayer graphene films is better than multilayered due
to their higher trans-conductance and optical transparency [111,11 2]. "Hence,
epitaxial graphene reproduces the unique features observed in exfoliated graphene,
but is certainly a system which allows for more systematic development of graphene

devices, with rich perspectives for science and technology” [112].

; { ! i i 1 b A
02 200 330 96 00 0 o WS W0
X}

i
a9

Figure 3-12: Optical microscope image of a graphene flake: (a) Three regions can be

identified: I. single-layer graphene; Il. Multilayer graphene and Ill. The silicon-dioxide-

coated substrate. (b) Image of the same flake after the deposition of an 18-nm layer of
gold. (c) STM image of a single-layer graphene film on the silicon dioxide surface. (d) The
full hexagonal symmetry expected of an isolated single layer graphene sheet. (e) Image of

the multilayer portion of the sample [108].
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5.2.3. Single layer graphene Nano-ribbons

Understanding the electronic structure of the graphene honeycomb requires
a microscopic view to fully elucidate the structure of the 2sp carbon constituents.
Their electronic structure actually remained unknown for a long time until K. Nakada
et al. was able to provide a study of nanometer-scale graphite networks by using
the model of graphene ribbons with various edge shapes, which also provided
mathematical details on the features of the states at the edge and the localized
states close to the Fermi level in the honeycomb structure with zigzag and armchair
edge functions [114]. Hence, studying graphene nanoribbons and their surface
(edges) is a very significant and plays an effective role in determining the
characteristics of graphene. There are two types of edges that represent the final
borders, or semifinal in the graphene sheet, and these are the ZIGZAG and
ARMCHAIR edges as shown in Figure 3-13(a, b).

The nature of the edges in the graphene sheet is responsible for the spectrum
and the structural axis of graphene sheets. As shown in Figure 3-13 (a), the zigzag
edges are represented along the x-axis, whereas the armchair edges are
represented along the y- axis. The nanoribbons of graphene can be described by
narrow rectangles made from the honeycomb structure, which have widths up to 10
nanometers, and are therefore classified under the category of nanoscale materials.
These can possess the characteristics of a semiconductor, which gives us an
opportunity to study their optical and electronic properties due to the significant
changes in these properties from quantization. Theoretically, the calculations of the
general band structure of the graphene nanoribbons (GNR) are obtained from the
Hamiltonian equation by using wave mechanics based on the tight-binding model or

some other method [115].

"The energy band structures of armchair nanoribbons can be obtained by
making the transverse wavenumber discrete, in accordance with the edge boundary
condition, as in the case of carbon nanotubes. However, zigzag nanoribbons are
not analogous to carbon nanotubes, because in zigzag nanoribbons, the transverse
wavenumber depends not only on the ribbon width, but also on the longitudinal

wavenumber.” [116].
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Figure 3-13: The finite-width honeycomb structure of graphene nanoribbons: (a) zigzag

edge of graphene nanoribbons; (b) armchair edge of graphene nanoribbons.

The Dirac Hamiltonian equation of the GNR band structure around the K and
K' points is calculated as described previously for the general band structure of the
graphene honeycomb. The spinor wave function of GNR can obtained, however, by
assuming that the edge of the graphene sheet is parallel to the x direction as in a
zigzag nanoribbon (see Figure 3-13(a)) and to the y direction as in an armchair

nanoribbon (see Fig. 1.6(b)), which can be expressed by

Wi (zig) (K) = etkx* (2”8 ;) zigzag nanoribbons
P tamnsy (K) = &%o? (g"gg) armchair nanoribbons
X

The boundary condition of the GNR at the zigzag edge and armchair edge

can be provided as follows:
Yup=L=0, Yunly=0=0
Yupy(x=L)=0, Yunkk=L)=0
PupnL) =0, ¢upnl)=0

Here, L is the ribbon width. Under these conditions, and to satisfy the Bloch
theorem, the two-compound spinor wave function can be rewritten from the

envelope function as follows:
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0= eineikxxd)A(L) 4+ E_ineikqu5'A(L) zigzag

0 = ef*elkaXeh (L) + e~ Kxplkxx gy’ (1) zigzag
0=e"™Y¢, 5(0) + eV, 5(0) armchair
0 =eKletyy g (L) + e KLelkyy g (L) armchair

Then, by following a similar method to that used to calculate the eigenvalues,
the eigenfunctions and the band structure of general pure graphene can be found
by using the Schrédinger equation [113,91]. The energy dispersion spectrum for

armchair and zigzag nanoribbons is given respectively by [116]:

E,(aGNR) = /1\/1 + 2(2 cos(p)) cos (g) + (2 cos(p))?

Ex(zGNR) = /1\]1 + (2 cos G))Z + 4 cos ('Ec) cos(p) (3.27)

The energy gap plays an important role, which is related to the width of the
edge of the graphene ribbon, where the energy gap for zigzag ribbons (at = 0 ) and
the energy gap for armchair ribbons (at k = 2n/3 ) increases as a result of a
decrease in the width of the graphene ribbons [116]. The great challenge, however,
remains control of the energy gap. Finally, to achieve a really good description of
the graphene nanoribbon, it is necessary to know the number of armchair (a) and
zigzag (z) chains that are present in the length and width directions, as shown in
Figure 3-13(a, b), which shows "how to count the humber of chains for a 9-aGNR
and a 6-zGNR. The width of the GNRs can be expressed in terms of the number of
lateral chains" [94]:

N, —1
aGNR,w = a
c 5.
zZGNR, w = el (3.28)

Here a = 2.46 A is the lattice constant of the honeycomb lattice. The lengths

of the primitive unit cells are I, =+v3a and I, = a for armchair and zigzag
nanoribbons, respectively. Numerical calculations are used to calculate the band

structure of the graphene nanoribbons and are based on the first principles of the
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intrinsic graphene and the tight binding approximation, which is described in the
previous section. All these features mentioned above may lead to the development

of electronic devices.

5.3.Bilayer Graphene

The isolation of individual graphene flakes in 2D by using mechanical
exfoliation was one of the biggest events in the world of modern physics. Hence, a
comprehensive review has been provided in the above sections of studies of
monolayer graphene, which has been the subject of great attention and attracted
scientists to study its unique characteristics. Here, we will review a brief study of two
stacked layers of graphene, called bilayer graphene, which is believed to exhibit
more important features than the single layer due to the Anomalous Integral
Quantum Hall Effect (IQHE) [117,118,119], and also provides a greater opportunity
to open a tunable gap between the band energies [120,121,122,123,124] and to

examine the trigonal warping phenomenon [125,126].

The tight-binding model for graphite can be easily be extended to bilayer
graphene by using the theoretical study of single layer graphene and developing the
Hamiltonian equation to involve the electronic transitions between the two layers,
which is needed to understand the binding energy for both layers. Taking into
account the four atoms per unit cell, there are two sublattices A and B for each layer,
as shown in Figure 3-14(a, b). The Hamiltonian equation for the nearest neighbors
labeled as j = A1,B1,A42,B2, under low energy and around the k point, can be
obtained by

€a ~vof (k)  vaf(B) —vaf (k)
—Yof " (k) €p1 Y1 Vaf (k)
H(k) = . 3.29
() Vaf " (k) 141 €az —Yof (%) ( )
—v3f(k) vaf (k)  —vof "(K) €g2
Where v,, 1, V3, ¥+ are the parameters of plane hopping between the two layers
and can be defined by [127]

Yo = —{(B41|H|Dp1) = —(Ba2|H|Dp2)

V1 = (D a2|H|Dp1)
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V3 = —(041|H|Dg>)
Vo = (Ba1|H|B2) = (Bp1|H|Dg,)

The function f (k) represent nearest-neighbor hopping and is written as follows:
Fk) = etva/V3 ¢ otkya/\3 cos(k a/2). (3.30)

The Hamiltonian matrix presented above can be described accurately by
splitting it into four regions; the upper-right and lower-left 2 x 2 squares represent
the interlayer coupling. Factor is the coupling between orbitals on sites B1 and A2,
and factor y, is the interlayer coupling between orbitals A1 and B2. Factor is the
interlayer coupling between orbitals A1 and A2 or B1 and B2. On the other hand,
the upper-left and lower-right 2 x 2 squares represent the intralayer coupling and
also represent a description of the transitions that occur in the monolayer. In
addition, the parameters €,,, €g;, €42 and €p, describe the energies of bilayer
graphene on sites A1 and A2 or B1 and B2 respectively. Here, the factor y, =
3.033 eV represents the nearest-neighbor hopping energy within a single layer
[127,128] and y,f (k) = v(ik, — k,) where v = 3y,a/2 is the velocity.

Figure 3-14: (a) Schematic diagram of lattice structure of bilayer graphene in (a) a plane
and (b) a side view of the crystal structure [127]. (c) Schematic of low energy bands

around K points.
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The overlap integral equation for bilayer graphene can be written in matrix form:

1 sof(®) 0 0
‘w1 0

() = SOfO() 1 o . (3.31)
0 0 Sof (k) 1

This equation mirrors H(k) . Where sy = (04:|051) = (0 4,105,),
describing the orthogonally of orbitals on sites A1 and B1 or A2 and B2.

Also 51 = (D 441051) = (D 42105,), describing the orthogonality of orbitals on
sites A1 and B2 or A2 and B1.

From the Hamiltonian equation, four energy bands can be obtained, as
shown in Figure 3-14(c) and substituted into the characteristic equation as follows

[127]:

€41 = 1/2(=U + n4p) €p1 = 1/2(=U + 14p)

€r2 = 1/2(U + 24" + n4p) €p2 = 1/2(=U + 143)
Where = ';‘[(E/n — €p1) — (€az + €p2)], 2 = % [(€1 — €42) — (€a1 + €B2)],
and n= %[(Em — €42) — (€p1 + €p2)]-

Under the tight-binding model, the Bloch function of the bilayer graphene
wave function can be obtained by substituting into the Schréodinger equation to

obtain the four solutions of the wave function, as [129]:

1 .
Py = \/——ﬁz exp(ik. a;)¥y(a; — 1)
J
1
Yo, = \/—NZ exp(ik.a))¥y(aj +a—r)
g
1
w,, = ﬁz exp(ik. ¢;))¥y(a; + a — 1)
j

1
Ygy = \/_ﬁz exp(ik.a;))¥(aj+c+a—r1)
j
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Here, a; is the lattice vector, N is the number of unit cells, and the vectors a

and ¢ represent the links between the nearest atoms in the same layer and the
nearest atoms in the neighbouring layer, respectively. Basically, electrons in bilayers
behave qualitatively differently than in single layers. The low energy bilayer
graphene (BLG) exists in different forms, depending on the coupling terms between
the layers, so it is important to know the nature of the coupling to determine the form
of the electronic band structure and move forward to calculate the eigenvalues, the

eigenfunctions, and the energy band structure.
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Chapter IV

SILVACO ATLAS
(TCAD) Simulation

and Results



IVI.  SILVACO ATLAS (TCAD) SIMULATION TOOL

1. INTRODUCTION

In our work, we used technological simulation software SILVACO (TCAD), to
simulate the electrical and optical characteristics of a Schottky junction
Graphene/GaAs (SM/SC) solar cell. First, we should learn some basic notions
about simulation in general and this software and particularly using examples
illustrating the work, and then we would proceed to our simulation and discuss the

results that we obtained from our work.
The Role of Simulation

The simulation offers a link between the experimental world and the
theoretical one, as it complements theory and experiment and builds physical reality
in the presence of certain constraints or the presence of an impossible mathematical

analysis.

2. A BRIEF HISTORY ABOUT SILVACO

SILVACO (Silicon Valley Corporation) is an American company,
headquartered in Santa Clara, California. It is a leading provider of professional
chains of finite element simulation and computer-aided design software for the
Technology Computer Aided Design (TCAD) technology. These tools are used by
microelectronics companies in the field of research, development and design of

devices

Historically the company was founded in 1984 by Dr. lvan Pesic to meet the
needs of integrated IC designers for increasingly accurate and linear Simulated

Programming with Integrated Circuit Emphasis (SPICE) models.

The entry of SILVACO into TCAD technology took place in 1989, and was
based on a research of the Department of Physical Devices of Stanford University,
thus appear in SILVACO "Athena™ as process simulator and "Atlas™ As a simulator
of the devices (2D and 3D).
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SILVACO has not been designed to meet a single semiconductor
component. By including more general models of semiconductor physics, it allows

for more extensive simulations by scanning a whole range of electronic components.

3. SILVACO (TCAD) SOFTWARE

The VWF: (virtual wafer Fab):

Among the various software that it forms the VWF are the two most famous used
ATHENA and ATLAS, these tools are divided into two main categories.

e Main Tools and Auxiliary tools

- UTMOST
SPICE Modeling

s | gossim |  CLEVER
i Gatl Physics-basod
Bevico Simutation Sart Pars Parssibe Extraction

Softwarg - bl Sotniis Suftwata

i DeckBuild 8§ DeyEdit TonyPlnHD/ZD : TonyPlutSD Clmemratsv
i FunTime  § Sticture & Mesh § lnteracnva\hsuahzauun g lnxeracme\ﬁsualuauan ¢ User Definad 0?‘;:}1,;;9' gf::la::;
t - Emvironsient "__ Editar : Utility §  Models i5

Piaﬂovm Solans HPUX Llnuxand Wmduws

Figure 4-1: The Virtual Wafer Fabrication [138]

ATLAS is an electronic simulator capable of predicting the electrical
characteristics of most semiconductor components in continuous, transient or
frequency regime. In addition to the "external" electrical behavior, it provides
information on the internal distribution of variables such as carrier concentrations,
electric field or potential, etc., all important data for the design and optimization of

technological processes.

This is accomplished by numerically solving the Poisson’s equation and the
continuity equations of the two-dimensional electrons and holes in a finite number
of points forming the mesh of the structure defined by the user or by another

program.

ATLAS has been designed so that it can be used with other tools that facilitate or

supplement its use.
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Figure 4-2: Inputs and outputs of Atlas [138].

4. ATLAS ENVIRONMENT

- ATLAS is an electronic simulator capable of predicting the electrical
characteristics of most semiconductor components in continuous, transient or
L frequency regime. In addition to the "external" electrical behavior, it provides
information on the internal distribution of variables such as carrier concentrations,
L electric field or potential, etc., all important data for the design and optimization of

technological processes.

This is accomplished by numerically solving the Poisson’s equation and the
continuity equations of the two-dimensional electrons and holes in a finite number
of points forming the mesh of the structure defined by the user or by another

program.
This simulator consists of two parts:

- - A Digital Processing Part (method of integration, discretization ...),
- A part formed of the physical models of the most recent semiconductor
components: models of recombination, impact ionization, mobilities,

temperature and statistics of Fermi-Dirac and Boltzmann in particular.
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The diagram in Figure 4.2 shows the different types of information that
circulate at "Atlas" inputs and outputs. Most simulations carried out under "Atlas"
use two input files. The first file is a text file containing commands for “Atlas” to run
(represented by "Command File"). The second file is a "structure file" containing the

structure of the device to be simulated defined in "Athena" or "DevEdit".

At the "Atlas” output, we have three types of files. The first of these files is
the "Runtime" output, which gives progress, errors and warning messages during
the simulation. The second type of file is the "log" file, which stores all voltage values
and currents from the analysis of the simulated device (this is the file of the electrical
behavior). The third output file is the "Solution File", this file stores the 2D or 3D

data concerning the values of the solutions variables at a given point of the device.

ATHENA is a simulation software including in SILVACO and is used for
simulating the manufacturing process of the different constituents of an electronic
device, and also treats ion implantation and diffusion of impurities and oxidation and
other technological processes of manufacturing. It is generally used to simulate

simultaneously With Atlas.

DEVEDIT is an environment where the structure (dimension, doping, ...) and

its mesh are drawn.

DECKBUILD is an environment where the simulation program is defined as

shown in Figure 4-3.

TONYPLOT is an environment where the simulation results are displayed
(structure of the component, distributions of various quantities in it, electrical

characteristics ...).
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DECKBUILD

Runtime output

Ready BONE Stop: Nooe Line 1 NUM

Figure 4-3: DECKBUILD window.

4.1.Atlas Operating Mode:

The command is entered in DECKBUILD by go atlas.

4.1.1. Syntax of an instruction:

An instruction takes the following general form:
<Instruction> <parameter> = <value>

There are 04 types for values (real, integer, logic, character)

The order of parameters is not mandatory; abbreviation is possible but

requires no overlap with other instructions.
To write a comment that is not executed by the compiler, we use the symbol #.

ATLAS can read 256 characters in a line, but it is better to separate the
lines with a backslash at the end of the line in a long statement so that the

instructions can be read in a clear way.

It does not differentiate between a capital letter and a lowercase letter.
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4.1.2. Instructions’ order:

After the presentation of the "Atlas™ simulation tool of SILVACO TCAD, its
internal composition and its functioning we will now present the order of Commands
specific to Atlas programming logic. Thus, there are five groups of commands, these
groups must be organized correctly (Figure 4.2). If the order is not respected, an
error message appears and the program does not execute correctly. For example,
if the parameters or material models are not placed in the proper order, the simulator

does not consider them.

Group Command
MESH

1. Structure specification — Effég:oog
DOPING
MATERIAL
MODELS

2. Models and material = CONTACT

INTERFACE

3. Method selection s MIETHOD

LOG
SOLVE
LOAD
SAVE

4. Solution specification ——

EXTRACT

5. Results analysis = TONYPLOT

Figure 4-4: Order of groups of Atlas commands (The associated basic commands) [138].

ATLAS is a powerful tool, its instructions are very numerous and its
documentation is voluminous that it is difficult to explain everything about it in this
thesis.

In order to better explain the ATLAS tool quickly and easily, we have judged
in our framework to illustrate the functioning of this tool through concrete examples.
Therefore, we’re going to give example of the simulation of a Schottky junction
Graphene/GaAs solar cell, by explaining the process of building its structure in
DECKBUILD and putting it under sun’s illumination with AM1.5, and studying its -

V characteristics.

The instructions will be illustrated in the rest of this chapter, as well as the

results of our simulation.
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The following figure represents the structure of the Graphene/GaAs solar cell
that we want to simulate in ATLAS.

16 um

Anode

1/2/5/10 pm

Figure 4-5: The structure of our Graphene/GaAs solar cell that we want to simulate
in SILVACO TCAD.

4.2. Structure Specification:

The specification of the structure is obtained by identification of mesh,

regions, electrodes and the doping.
4.2.1. MESHING

The first section of structure defining statements in the Deckbuild program
is the meshing section. This section specifies the two-dimensional grid that is

applied to the device with mesh statements.

The following instruction is used to define the meshing:
x.mesh location=<value> spacing=<value>

The ATLAS device simulator can more easily solve the differential equations
at each grid point if there are no abrupt changes between adjacent points. Mesh

statements have two parts called location statements and spacing statements.
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The location statement, “1oc”, specifies the x or y value in the structure to

which the following “spacing” statement is applied.

The spacing statement, “spac”, specifies the spacing between grid lines at

that specific location.

The Figure 4-6 represents the meshing that we have created for our structure

and its respective instructions entered in DECKBUILD.

HARRRTRYATAVATATR RVRAY 3
i / . mesh gpace.mult=0.%5
18

X.mesh loc=0.00 spac=l

7 x.mesh 15c=20.00 spac=1

f &

/ y.mesh loe=-0.01 spac=0.01
| y.mesh loc=0 spac=0.1

/| v.mesh lee=1 spac=0.1

04

0.5

Microns

08

07

0.8

08

Microns

Figure 4-6: The mesh statements creating the mesh for the Graphene/GaAs solar

cell are displayed along with a picture of the created mesh

4.2.2. REGION

The region statements include a region number, a material specification, and
the region boundaries. The region number is arbitrary but is used in later structure

specification sections to apply characteristics to certain regions.

The instruction for defining regions is as follows:
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REGION number=<integer> material=<material type> /

<position parameters>

Every region must have a different number as the program produces an error

if a statement applies to two different regions.

The material specification statement specifies that the whole region consist
of the stated material. This statement gives that whole region default parameters
and characteristics of that specified material, which are stored in the ATLAS
material library. These values include parameters such as the bandgap, electron

and hole mobility, and optical properties such as the index of refraction.

P.S: These parameters can be used or changed in another section of the structure

defining code if the user wishes to modify a material's original properties.

01 -

127
nii.

:  na~—H
§ - $#Regions
§ region num=1 matk‘rial=GaAs Xx.min=0 x.max=20 v.min=0 y.max=1

region num=2 material=5i02 x.min=0 X.max=4 y.min=-0.01 V.max=>0

region num=3 user.material=Graphene x.min=4 X.max=1§ V.min=-0.01 y.max=0

region num=4 material=5i02 x.min=1% X.max=20 y.min=-0.01 V. max=0

wr
08—

3 2 ¢ 5 8 W e u % w8 a
: Microns ' '

Figure 4-7: The region statements creating the regions of the Graphene/GaAs

solar cell are displayed along with a picture of the created regions.
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Graphene, as a material, is not included in ATLAS material library, so to
define it, we used the statement “user.material”, which is used to define
materials unknown to ATLAS, and we allocated it to its respective region with the

position parameters. ‘

The color code is used to identify the materials (each material corresponds

to a color), while vertical and horizontal lines mark the boundaries of each region.

There are four specific areas. Each area is defined by a color, and its
boundaries are represented with a thick dark line. Figure 4-8 represents the color-

code that defines the areas of our Graphene/GaAs soar cell.

001

0.01 i
002 —
003

0.04 —

Figure 4-8: A magnified section for areas with specific materials

4.2.3. ELECTRODES

The definition of electrodes is as follows:
Electrode Name=<Electrode Name><position parameters>

The user has the ability to determine any number of electrodes with different
metal properties. Each electrode definition statement usually has three parts. The
user must first name each pole. The name can be followed by the “material”
statement, which is used to determine the type of contact metal that is used as
electrode, which can be one of the materials registered in ATLAS Material Library,

or a user-defined material, like in our case where we used Graphene as Anode.
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The statement for the definition of an electrode uses maximum and minimum
limits of x and y values to set the limits of each electrode. The positions of the

electrodes are located by the following instructions:
X .MIN: Specifies the starting point of the electrode.

RIGHT: the position of the electrode is located to the right of the structure (inverse:

LEFT).
TOP: the position of the electrode is at the top of the structure (inverse: BOTTOM).

It is also possible to name the electrode only and identify it as covering the

top or the bottom of solar cells.

In our example two anodes at the top of the structure with a length of 2 pm
each, and a cathode at the bottom of the structure translated by the following

instructions in Figure 4-8

Dain trom sclarex01_0.str

03 o
| #Elsctrodes

{ #lectr nuw=1 name=ancde X.min=2 x.max=4 material=Graphene
g electr num=2 name=anode X.min=16 X.max=18 material=Graphens
3 electr num=3 name=cathode bottom

Eirrans

Figure 4-9: The cathode and the anode are made together with the electrode

identification code in the Graphene/GaAs solar cell.

4.2.4. DOPING

The last aspect of structure specification that needs to be defined is doping.

The format of the Atlas statement is as follows:

DOPING <distribution type> <dopant type> <position parameters>
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In our work, we used a doping with a uniform n-type distribution and different
donor concentrations. For example, the instructions of a donor concentration of

1.e16 cm with a uniform distribution for the GaAs substrate is given by:
Doping n.type conc=1l.el6 uniform region=1

Once the structure defined, it can be saved in a .str file. This can be accomplished

by the following statement:
save outf=Graphene GaAs.str

On the other hand, we can view the design of the structure using the Tonyplot tool

using the following statement:
Tonyplot Graphene GaAs.str

4.3. Materials and Model Specification:

After specifying the mesh and doping, we can easily modify the
characteristics of the materials used (electrodes, substrate) and change their
parameters that ATLAS takes them by default and define our choice of the physical
model that will be used during the simulation. These actions are accomplished by
the following instructions: MATERIAL, CONTACT, and MODELS.

4.3.1. MATERIAL

The material defining statements that follow the definition of the device
structure allow the user to alter the properties of given materials or to input new
materials into the device. The statements alter the material properties of a specified
metal, semiconductor, or insulator, to simulate more accurately a device that uses
materials that do not match the given default values of the ATLAS software and the

format for the material statement is as follows:

MATERIAL <localization> <material definition>

Different parameters can be defined with different material statements. Examples
include the bandgap at room temperature (EG300), electron and hole mobilities (MUN

and MUP), recombination parameters (TAUN and TAUP), etc.

In our example, we used Graphene and GaAs as basic materials in building

the structure. The following statements are used to define their properties.
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Material material=Graphene user.group=semiconductor /

user.default=4H-SIC

Material material=GaAs EG300=1.42 NC300=4.35e17 /
NV300=8.16e18 MUN=8000 MUP=400

As a user-defined material, it is necessary to identify to which material group
Graphene does belong. Therefore, for its material definition statement, we specified
that Graphene does belong to the “semiconductor” material group, using Silicon
Carbide (4H-SiC) as a reference material, to be able to alter its properties and

transform it to Graphene [136].

For GaAs, we have overridden its ATLAS Material Library parameters and gave

it different ones, to obtain results that are more accurate.

4.3.2. MODELS

The physical models fall into five categories: mobility, recombination, carrier
statistics, impact-ionization, and tunneling. The syntax of the model statement is as

follows:

MODELS <model flag> <general parameter> /

<model dependent parameters>

The choice of model depends on the materials chosen for simulation. The example

below activates several models.
MODELS CONMOR FLDMOB SRH

CONMOB is the model for the concentration dependent mobility.
FLDMOB is the model of Dependence of the electric field.
SRH is the Shockley-Read-Hall model.

4.3.3. CONTACT

Contact determines the physical attributes of an electrode: anode, cathode, drain,

etc. The syntax for contact is as follows:

CONTACT NUMBER=<n> |NAME=<name>|ALL

Here is our example of a contact statement:
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contact name=anode workfunction=4.8

4.3.4. Numerical METHOD selection

After the materials model specification, the humerical method selection must be
specified. There are various numerical methods to calculate solutions to
semiconductor device problems. There are three types of solution techniques used
in SILVACO ATLAS:

e Decoupled (GUMMEL)

e Fully coupled (NEWTON)

e BLOCK

The GUMMEL method solves for each unknown by keeping all other unknowns
constant. The process is repeated until there is a stable solution. Newton's method
solves all unknowns simultaneously. The BLOCK method solves some equations
with the GUMMEL method and the others with the NEWTON method.

The GUMMEL method is used for a system of equations that are weakly coupled
and where there is linear convergence. NEWTON method is used when the
equations are strongly coupled with quadratic convergence. In our example, we

used the following Method order

METHOD GUMMEL NEWTON BLOCK

In this example, equations are resolved by a GUMMEL method. If the
convergence cannot be reached then NEWTON helped solve some of the equations
and the others were solved by BLOCK.

4.4, Solutions Specification

So far, we have created the structure, allocated the materials to their specific
regions, gave them their properties, specified the physical models, and selected the
numerical method for the calculations to be done. The next step is to specify

solutions.

To evaluate a solar cell created in DECKBUILD or any other structure defining
program, the user can simulate the actual conditions in which a solar cell would
operate. This includes variables such as a light beam with its associated optical

intensity and angle of incidence, different voltage conditions on the electrodes, and
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temperatures, to then extract and study the important optical-electrical parameters

such as:

- The Current-Voltage curve (I-V curve)
- The Short Circuit Current (lsc)

- The Open Circuit Voltage (Voc)

- The Fill Factor

- The Efficiency n (%)

4 .4 1. Defining the light source

In simulating solar cells, the user must specify a beam of light, which shines
upon the device, and can then use any number of electrode conditions and solve

statements to gather the desired characteristics of our Graphene/GaAs solar cell.

In this work, the light beam and the electrodes are utilized to set the environment

for obtaining solutions of solar cell simulations.

BEAM: In DECKBUILD, the BEAM statement, which is used in obtaining solar cell
solutions, comes after all of the structure defining statements and before the
following solve statements. The light beam defining statement in this work is the

following:
Beam num=1 x.0=10 y.o=-1 AM1.5

In this statement, we specified a light beam of AM1.5 spectral irradiance and the
origin of the light beam that is located 1 pm above the center of our Graphene/GaAs

solar cell.

4 .4 2. Obtaining solutions

Before inputting statements that obtain all of the pertinent solutions for a device,
files must be created to store all of the following solutions. These files can be of two

types: .log and .str (structure) files.

LOG: allows all final simulation characteristics to be saved in a .log file (saves a
file of .log extension). Any type of data, whether I-V, transient or C-V, generated by
the SOLVE command is saved after the LoG command (thus the saved information

is of the electrical type and is, for example, dependent on the voltage Polarization

88



or light source). If in the program there are several LOG commands, each time the

log file that was opened before is closed, and a new log file is opened.
The following shows an example of the 1.0G statement.

LOG outfile=myoutputfile.log

The example saves the current-voltage information into myoutputfile.log,
which can be viewed graphically in Tonyplot, which allows the user to specify the
specific parts of the solution to a graph, as many solutions are all contained in one

file and cannot be graphed simultaneously.

Structure files can be saved after a specific solve statement. This file stores all
of the data from the solution and allows it to be viewed visually on the device
structure. An example of the resulting structure file following a solve statement is
given in Figure 23. Tonyplot can convert the numerical data saved into the structure
file into a visual representation within the device. Photogeneration rates in the solar
cell were stored into the structure file in shown in Figure 4-11. Red and orange
regions represent higher photogeneration rates while yellow regions show the

lowest photogeneration rates.

14
o

s
n

s
N}

&
o
coc b b b b

0 2 4 8 8 10 12 14 18 18 20

Figure 4-10: Photogeneration data is displayed in different areas of the solar cell.

After defining a log file in which all solutions are to be stored, ATLAS software
does an initial solving of the doping profile and the potential at every mesh point in

the zero-electrode bias case. This initial solution is obtained when there is no initial
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reference zero bias solution but can be specified by the statement solve init.
After this initial solve statement, the conditions for the specific solve statements

can be set. In simulating the operation of a solar cell.

SOLVE: The sOLVE statement follows the 1.0G statement. SOLVE performs a
solution for one or more bias points. The following SOLVE statement is the one that

was used in our study to obtain the solutions.
SOLVE bl=1.0

This statement applies the equivalent of one sun from the earlier defined light
source (in BEAM statement) and solves the pertinent quantities, such as
photogeneration rates and optical intensities, at each mesh point as well as the

electrode currents.

After the beam of light has been applied, solutions at different electrode voltages

can be obtained to create the solar cell’s |-V curve.
solve vanode=0 name=anode vstep=0.1 vfinal=0.7

This statement is to obtain solutions for the illuminated solar cell at a range of
anode voltages. It declares an initial anode voltage of 0 V and obtains solutions in

the range from 0 V to 0.7 V in increments of 0.1 V.

By sweeping across anode voltages from 0 V to Vo for the solar cell, the |-V
curve is obtained. The results can later be displayed in Tonyplot in the form of a

graph.

LOAD AND SAVE: The LOAD statement enters previous solutions from files
as initial guess to other bias points. The SAVE statement enters all node point
information into an output file.

The following are examples of LOAD and SAVE statements:

save outf=Graphene GaAs.str

In this case, Graphene GaAs.str has information saved after a SOLVE
statement. Then, in a different simulation, Graphene GaAs.str can be loaded as

follows:
load infile=Graphene GaAs.str

90



4 5. Results’ Analysis

Once a solution has been found for a semiconductor device problem, the
information can be displayed graphically with TonyPlot. Additionally, device
parameters can be extracted with the EXTRACT statement, which can be written
manually in DECKBUILD, or selected from the “Insert Extract” menu from the
“Commands” button in DECKBUILD’s menu bar.

In the example below, the EXTRACT statement obtains the current and voltage
characteristics of a solar cell. This information is saved into the IVcurve .dat file,

then, TonyPlot displays the information in the IVcurve.dat file in the form of a graph.

EXTRACT NAME="iv" curve (v."anode", i."cathode") /
OUTFILE="IVcurve.dat"
TONYPLOT IVcurve.dat

The following figure is an example of a solar cell's |-V curve displayed in Tonyplot
using a simulation script of a silicon solar cell, which came pre-installed with
SILVACO (TCAD).

ATLAS

Dala from solarex01_4 log

H¥——x (athade Current (A)

Se-08

4e-08

Cathode Currert (A)

fe-09

bl e e e

Cathode Voltage (V)

Figure 4-11. I-V curve of a silicon solar cell as it is displayed in Tonyplot.
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VI  SIMULATION RESULTS AND DISCUSSION

1. INTRODUCTION

In this chapter, we are going to talk about the results that we have gathered from
the simulation. The variations of GaAs thickness, doping, and Graphene work
function are applied to observe their effect on the value of Efficiency, Fill Factor, Voc
and Jsc. The results are then compared with the results from article Ref.1. Therefore,

we tried to replicate the one that was studied in article Ref.1.

The structure was obtained easily, but the results couldn’t be obtained due to the

fact that many parameters were not mentioned in the article including:

- The densities of state (Ncand Nv)

- The recombination parameters

- The Dielectric permittivity of Graphene

- The optical parameters, including the refractive index that was used to
obtain the optical transmittance of Graphene

Efforts were put to obtain these parameters, through calculations and research.

2. GRAPHENE PARAMETERS OBTAINED AND USED IN THIS WORK

Silicon Carbide (4H-SiC) was used as a base material for modeling graphene.
The main parameters that were modified to give 4H-SiC partly metallic as well as
semiconductor properties are the electron and hole mobilities (un and pp

respectively) and the bandgap.

2.1.Densities of State (Nc and Nv)

To calculate these parameters, we had to use the value of graphene’s sheet
resistance RsH that was obtained in previous experimental studies [131]. The

relation that allowed such parameters to be obtained is the following:

RSH = % (41)

Where fis graphene’s thickness equal to 10 nm, Ry is the sheet resistance, and

p is the semiconductor resistivity given by:
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1

A e 4.2
q(Mnn+ppp) (4.2)

p

Where g is the electron charge, n and p are the concentrations of electrons and
holes respectively, which are equal to each other in the case of intrinsic
semiconductor, as well as the values of N and N,,. The following equation was used

to calculate the two densities of state:

“Eg
n=p = ,/NcNy.e? TL (4.3)

In this work, the used bandgap value of graphene is near zero (Ey = 0) which

leaves us with the following relation:

To get the concentration value n, both mobilities pun and pp were set to be equal
to 15000 cm?/V.s [130]. After a numerical application, we would the following

results
N. =N, =194 x 10 cm™3 (4.5)

2.2.Refractive Index

One of the important optical parameters is the Refractive Index. It is to determine
how much light is bent, or refracted, when entering a material. It is described by

Snell's law of refraction:
n,sinf; = n,sinb, (4.6)

Where 8; and 6, are the angles of incidence and refraction, respectively, of a
light beam crossing the interface between two media with refractive indices n,; and

n,.

The refractive indices also determine the amount of light that is reflected when
reaching the interface, as well as the critical angle for total internal reflection and

Brewster's angle.
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interface

Figure 4-12: The refraction of a red-light beam traveling
between two materials with different refractive indices.

2.2.1. Complex refractive index

When light passes through a medium, some part of it w1|| always be attenuated

(absorbed). This can be conveniently taken into account by defining a complex
refractive index,

n=n+ikg 4.7)

Here, the real part n is the refractive index and indicates the phase velocity, while
the imaginary part « is called the extinction coefficient — although « can also refer
to the mass attenuation coefficient and indicates the amount of attenuation when

the electromagnetic wave propagates through the material.

In the case of graphene, a small part of the light passing through it is attenuated.

Thus, it’s refractive index is represented in a complex from.

It is important to know that, unlike other studies, the values of graphene’s
refractive index that were introduced in this work are Wavelength dependent,

which gives us the following relation of graphene’s refractive index
n(d) =n(d) + ix(d) “4.7)

The following graphs represents the values of graphene’s refractive index
depending on the optical wavelength [132]:
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Figure 4-13: Real and Imaginary refractive index of graphene versus Optical
Wavelength [132].

These values were introduced to our simulation, which allowed us to obtain

results that are close to reality.

2.3.Other properties

Table 4-1 contains the values that were given to other properties to graphene
[132-135].

Table 4-1. The parameters of graphene that were used in the simulation

Parameter type ATLAS ldentifier Value
Bandgap (Eg) 0.026
Band parameters Permittivity (g) 5.6
Work function 44,455, 4.8
taun0,taup0 0

nsrhn,nsrhp
ksrhcn,ksrhep
ksrhtn,ksrhtp
ksrhgn,ksrhgp

Recombination
parameters

augn,augp
augkn,augkp

OOl |O
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kaugcn,kaugcep

kaugdn,kaugdp
Etrap
Copt

ool |O

3. RESULTS AND DISCUSSION

3.1.Evaluating Solar Cell’s Electrical and Optical Properties

To evaluate the solar cell's performance, the thickness of the undoped GaAs
substrate was varied. The different GaAs thicknesses that were used are:

1pm, 2Zpm, S5pm and 10pm.

After this, instead of varying the thickness of GaAs substrate, it was set to be
constant at 5um and an n-type doping was applied to the GaAs substrate and varied

from 1le14 cm™3 to 1el6 cm™3.

The effect of varying graphene’s Work function was studied too. Different values

were used including: 4.4, 4.55, and 4.8 (for the case n-type doped GaAs).

To obtain the electrical and optical characteristics of our solar cell, a sun
illumination of 1.5 AM is simulated upon the structure of our solar cell. A forward

bias current is then applied to its electrodes.

The important data, figures and graphs are stored into .log and .str files, then

extracted and plotted using the “exiract’ command and “Tonyplot”.
All obtained results of this work are summarized in the following table:

Table 4-2. Results of the simulation for different parameters.

. Thickness ' Workf Doping | Jsc " Voc(v) | FF | n(%)
| pm ~_ (mAlcm*2) L

1 455  None 610 100 | 051 @ 329

2 | 455 | None | 610 @ 097 051 @ 503

5 | 455  None = 610 094 049 @ 474

10 [ 455 | None | 610 | 093 045 458

5 | 44 | None | 608 | 092 | 03 @ 333

5 48 | None | 6140 | 111 | 062 | Gaa

3 48 | 1,00E+14 | 610 | 137 | 068 9.54

5 48 | 1,00E+15 @ 6.10 137 | 068 959

5 | 48 | 1,00E+16 | 610 137 | 068 @ 950
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3.1.1. Effect of GaAs substrate thickness

With GaAs acting as an absorption area, and graphene as a transparent

electrode allowing light to penetrate into the GaAs substrate.

Due to the difference between GaAs and Graphene work functions, a Schottky
junction appears between them.

Figures 1V.3(a) - IV.3(d) show the photogeneration rates of our Graphene-GaAs
solar cell under AM 1.5 illumination, with GaAs depth maintained at 1pm, 2pm, Spm

and 10pm respectively, with no doping, and the work function maintained at 4.55

&
a
IIIIIII]I]IIIIIIHI

2 4 6 &

(c) (d)

u 2 4 B B 10 12 " 16 18 20 0 12 14 18 18 20

Figure 4-14: The Photogeneration rate in GaAs substrate under AM1.5 illumination
versus different thicknesses.
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We notice that the light could be absorbed in the barrier layer, and inside the
GaAs substrate. The results show that the most effective absorption is located in
the surface (approximately 0.1 pm). As from figure IV-3. (d), we notice that 10 um
GaAs thickness is enough for full spectrum absorption, due to the fact that the
intensity of the photo-generated carriers dramatically reduces in the deep area of
the GaAs substrate. |

The following figure represents the I-V curves of our Graphene-GaAs solar cell

with the previous parameters of thicknesses:
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Figure 4-15: Current-Voltage curves of Graphene-GaAs solar cell versus different

GaAs thicknesses.

Here we notice that despite the thickness of the GaAs substrate affects the
distance between the Dark I-V and Light IV curves. If we look at the Dark and Light

I-V curves of 1um GaAs thickness, we notice that they do not cross with each other,
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and they are separated by a distance between them. While it is clear that both Dark

IV and Light I-V curves for 10um GaAs thickness cross with each other.

3.1.2. Effect of Graphene Work function

According to the theoretical model described in chapter Il, the barrier height ¢
is related to the difference between graphene work function ¢, and electron afnity
x of GaAs. Consequently, higher work function increases ¢ and further enhances
the buili-in potential V,,; via the equation V;,; = ¢z — V, Wwhere ¥, means the distance
between E, and Efin GaAs.

Therefore, the increase of graphene work function implies the increase of
Vp; corresponding to the upper limitation of V,. . Lancellotti et al. reported the
dependence of graphene work function and transmittance on the number of layers
[137]. We calculated the I-V curves of graphene GaAs solar cells versus different

graphene work functions.

The following figure represents the graphs of results we obtained from these

modifications:
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Figure 4-16: Current-Voltage curves of Graphene-GaAs solar cell versus different

Graphene Work functions.

From the graphs, we notice that the changes in graphene’s work function cause

a significant shift in lsc and Voc, which confirms the theory.

3.1.3. Effect of n-type doping

In solid-state physics, it is known that the Fermi level increases in an n-type
doped semiconductor. For doping concentrations 1 x 10 ¢cm™3, 1 x 105 cm™3, and
1 % 10'® cm™3, we noticed that all solar cell’s characteristics Jsc, Voo, FF and M) are

approximately the same, despite the changes in doping levels.

The following figure is a graphic representation of I-V characteristics of the

studied solar cell versus different doping levels:

100




Current (Alcm?)

-3

=== 1e14 cm™ n-type light I-V

=== 115 cm™ n-type light I-V
=== 1e16 cm™ n-type light I-V
= 1€14 cm n-type Dark I-V
1e15 cm n-type Dark |-V
1e16 cm™ n-iype Dark |-V

llE]lll!}!l[llllllJlllllIEIIIEIJ

-6

1

0.9 1.1 13 1.5 1.7
Voltage (V)

Figure 4-17: Current-Voltage curves of Graphene-GaAs solar cell versus different

n-type doping concentrations.

From the graphs, we can notice that the Light I-V curves of different doping
concentrations are almost identical, then they start to separate in the area where

the applied voltage is higher than Voc

4. CHAPTER SUMMARY

In this chapter, we have presented the software that was used in our work to
simulate a Graphene-GaAs solar cell, seen what are the different steps to create
the structure, allocate materials to it, give these materials their respective properties,
study the optical-electrical behavior of our devices and extract the different results

represented into graphs and numerical results.

These results showed us that the most important factors for higher efficiencies are:
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- Athin GaAs substrate (1um)

- A"moderate” concentration of n-type doping

- Arelatively high graphene work function
Thus, we conclude that it is important to take these factors into consideration in
future projects in the subject of using graphene in solar cells and other

optoelectronic devices.
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V. General Conclusion

In this work, we have shown how a Graphene Schottky junction Solar Cell is
modeled in SILVACO ATLAS (TCAD). This model was incorporated into a GaAs
Solar Cell and it was shown how it can contribute to improving the efficiency of the
solar cell compared to a normal p-n junction solar cell. The unique properties of
Graphene layer on the surface of the solar cell allow for better charge carrier
collection due to its ultra-high charge carrier mobilities and its low recombination
rates, while having very small losses of light input power based on the light
transmission of the Graphene layer.

The performance of our solar cell depended strongly on the properties of the
Graphene-based Schottky contact. The ultra-high mobility of the charge carriers
allowed for a better collection of the current, allowing it to travel through the contact
with a low resistance path.

Another property that allowed for such great performance of the solar cell is
Graphene’s transparency to the visible light spectrum; This allowed for more
collection of the light spectrum, which generates more electron-hole pairs in the
depletion region, and a wider Graphene contact for better collection of the generated
photo-current. This was possible by introducing the values of the wavelength-
dependent refractive index of Graphene.

Additionally, the thickness of the GaAs substrate played a significant role in the
performance of the solar cell; we have noticed that the thicker the substrate gets,
the lower efficiencies we get. We interpreted this by assuming that the generated
electron-hole pairs had to travel longer distances to get to the contacts, which
resulted in higher recombination rates, resulting in a lower photo-current, which is
related directly to the performance of the solar cell.

Finally, the effect of uniform n-type doping of the GaAs substrate was also
investigated. The efficiency increases with higher doping and reaches a saturation
state. The results show that efficiency of Graphene/GaAs solar cell with 1014 cm-3
doping concentration is higher than the efficiency of Graphene/GaAs solar without
doping. We also noticed that the efficiency does not change or slightly decreases
when increasing doping concentration. This could be due to the movement of the
depletion boundary close to the graphene surface.

Solar cells are currently a high priority for both the military and the civilian sectors
as a viable source of renewable energy, and as a power source in remote areas
such as space or countryside. Research regarding the improvement in efficiency of
solar cells have to be intensified in our universities and research centers, as nations
are shifting from traditional sources of energy, such as fossil fuels, by attempting to
generate more energy from renewable resources for domestic and industrial use,
and to allow new technologies to be accessible in remote areas.
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LIST OF SYMBOLS

Name Unit
h Planck’s constant eV.s
Vv Photon frequency g
c Light speed in vacuum m/s
Kg Boltzmann constant photons.cm™2%s~
T Room temperature °K
q Elementary charge C
174 Depletion region width wm
A Photon Wavelength pm
N, Ny | Densities of State cm ™3
Er Fermi energy state level ev
E. Lowest level of energy in the conduction band ev
Ey Lowest level of energy in the valence band eV
n; Intrinsic concentration cm™3
n Density of free electrons cm™3
p Density of free holes cm”3
dp Schottky Barrier height eV
O Metal work function ev
X Electron affinity in a semiconductor eV
7 Built-in potential eV
s Semiconductor work function eV
N,,N; | Concentration of acceptors and donors cm
respectively
Voc Open circuit voltage vV
V, Applied voltage |4
Vimax | Maximum power voltage vV
Isc Short circuit current mé
Ip Forward bias current mA
 S— Maximum power current mé
Iy Initial current mA
I Reverse bias current mA
k Bolizmann’s constant eV.K?!
A Area of contact between metal and semiconductor cm?
R¢ Series resistance Q
Vep Reverse Bias Voltage vV
Epe Permittivity in metal F-cm™?
£ Permittivity in vacuum F-cm™
Prax | Maximum power Watts
FF Fill Factor %
1 Efficiency %
A.M | Airmass
E Photon energy eV
E; Energy Bandgap eV
Gads | Gallium Arsenide
Si Silicon
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4H Silicon carbide

= S5IC
T Mean free time between collisions s
n Complex refractive index
; Real part of the complex refractive index
K Imaginary part of the complex refractive index

Rey Sheet resistance Q/sq

p Resistivity Q.cm

Hy, i, | Electron and hole mobilities em?/V.s
t Graphene thickness nm
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